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Industrialisation and Globalisation

In a refreshingly accessible style, John Weiss presents a survey of industri-
alisation in developing countries since 1945, as well as offering a study of the
predominant theories of industrial growth in the Third World. This authorita-
tive text analyses:

the possibility of different paths to industrialisation

the dominant Neoclassical view and the challenges to this orthodoxy
the importance of small scale industry

the importance of technological change for industrialisation.

At a time when globalisation is becoming an increasingly controversial phe-
nomenon, this book offers a powerful argument that, despite potential dif-
ficulties with market access, integration with world markets offers developing
countries the opportunity for future growth via industrialisation.

Industrialisation and Globalisation will be vital reading for students and aca-
demics involved in development economics as well as being indispensable
to policy-makers.

John Weiss is Professor of Development Economics at the University of Brad-
ford, UK. He is the author of several books on economic development including
Industry in Developing Countries, also published by Routledge and most recently
(with Steve Curry) Project Analysis in Developing Countries.

CuuDuongThanCong.com https://fb.com/tailieudientucntt


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

CuuDuongThanCong.com https://fb.com/tailieudientucntt


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

Industrialisation and
Globalisation

Theory and evidence from
developing countries

John Weiss

Sl
~

@Q
es]
s
“% &

)8 .
& Franc®

London and New York

CuuDuongThanCong.com https://fb.com/tailieudientucntt


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

First published 2002 by Routledge
11 New Fetter Lane, London EC4P 4EE

Simultaneously published in the USA and Canada
by Routledge
29 West 35th Street, New York, NY 10001

Routledge is an imprint of the Taylor & Francis Group
This edition published in the Taylor & Francis e-Library, 2004.
© 2002 John Weiss

All rights reserved. No part of this book may be reprinted or reproduced
or utilised in any form or by any electronic, mechanical, or other means,
now known or hereafter invented, including photocopying and recording,
or in any information storage or retrieval system, without permission in
writing from the publishers.

British Library Cataloguing in Publication Data
A catalogue record for this book is available from the British Library

Library of Congress Cataloging in Publication Data
A catalog record for this book has been requested

ISBN 0-203-45076-0 Master e-book ISBN

ISBN 0-203-75900-1 (Adobe eReader Format)
ISBN 0-415-18018-X (hbk)

CuuDuongThanCong.com https://fb.com/tailieudientucntt


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

To my wife and family

CuuDuongThanCong.com https://fb.com/tailieudientucntt


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

CuuDuongThanCong.com https://fb.com/tailieudientucntt


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

Contents

List of figures viii
List of tables ix
Preface Xi
1 Industrialisation since 1960: an overview 1
2 Are there different paths to industrialisation? 20
3 Neoclassical orthodoxy dominant 44
4 What remains of the challenges to orthodoxy? 71
5  Small-scale industry: is it really beautiful? 100
6 Technology: can we open the black box? 121
7  Globalisation and industrialisation 140
8 Creating competitive advantage 163
Notes 180
Bibliography 205
Index 219

CuuDuongThanCong.com https://fb.com/tailieudientucntt


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

Figures

3.1

3.2
4.1
4.2
43
4.4
5.1
6.1
6.2
7.1
7.2a
7.2b

Two-commodity model representing allocative efficiency
under trade

Static welfare cost of protection

Infant industry: learning

Infant industry: learning and externalities

Import protection and minimum efficient output
Protection and technological effort

Choice of technology

Technology market and external benefits

Imports of technology and firms’ technology intensity
The value chain in global industries

Producer-driven chain

Buyer-driven chain

CuuDuongThanCong.com https://fb.com/tailieudientucntt

46
50
90
91
92
94
105
127
128
144
148
149


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

Tables

1.1

1.2
1.3
1.4

1.5

1.6
1.7
1.8
1.9

1.10
1.11
2.1
2.2
2.3
2.4
2.5
2.6

2.7

2.8

2.9

2.10
2.11

3.1

Annual average growth of manufacturing production by
economic grouping

Manufacturing: share in GDP and growth by region
Sectoral employment share by region and selected countries
Developing country shares in world manufacturing
employment by region

Developing country shares in world output and their change
by branch

Composition of manufacturing output by technology
Developing country manufactured exports

World manufactured exports by technology category
Distribution of developing country manufactured exports by
technology category

NIEs: economic characteristics and performance
Candidates for de-industrialisation

Country classification Sachs—Warner openness index
Tariff reforming economies post-1985

Manufacturing performance by trade orientation
Differences in manufacturing growth rates

Studies on openness and growth

Stock of foreign investment in manufacturing: by
developing region

Share of foreign-owned or affiliated enterprises in
manufacturing in selected countries

Share of foreign affiliates in exports of manufactures:
East Asia

Distribution of fifty largest manufacturing enterprises by
type and country

Top fifty TNCs from developing countries
Classification of socialist and socialist intermediate
developing countries

Aggregate ERP manufacturing and agriculture: selected
developing countries

CuuDuongThanCong.com https://fb.com/tailieudientucntt

B W

10
11

11
15
18
25
26
27
27
29

32

33

33

35
35

39

60


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

x Tables

3.2
33
3.4
4.1

5.1
5.2

53
5.4
5.5
5.6

6.1
6.2
7.1
1.2
7.3
74

7.5
8.1

Effective protection by manufacturing sub-sector: Malawi
Summary of DRC results: selected developing countries
Nominal and true protection in some African economies
Pay-off matrix — gains for each country under alternative
scenarios

Definition of scale

Employment share in manufacturing for different sizes of
firm

Capital intensity in Mexican manufacturing

Economic returns in Mexican manufacturing

Rate of economic return in large and small firms
Benefit—cost ratio for metalworking and food processing
firms in Colombia

Total R and D expenditures: selected economies
Quantitative measures of national systems of innovation
Globalisers and growth

Wage competitiveness in selected countries and sectors
African economies: manufactures in total exports
Composition of manufactured exports top thirteen
developing country exporters

Composition of manufactured exports by region
Characteristics of alternative versions of industrial policy

CuuDuongThanCong.com https://fb.com/tailieudientucntt

61
63
65

95
100

102
107
109
110

111
124
138
156
157
158

159
160
165


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

Preface

This book arose out of an intention to revise my earlier work Industry in Devel-
oping Countries, first published in hardback by Croom-Helm in 1988 and in
paperback by Routledge in 1990. Most of that work was originally written in the
mid-1980s, so that a great deal of new material has emerged since then. Hence
all chapters of the original book have now been rewritten. The focus of the ori-
ginal has been retained however, in that the approach combines evidence with
a discussion of alternative theoretical frameworks or paradigms. The distinction
between Neoclassical, Structuralist and Radical schools of thought has been
retained as a means of organising discussion around potentially complex issues.
However, these distinctions were always oversimplifications, hopefully justifi-
able for expositional purposes, and many working in this area would feel
uncomfortable at being labelled in this rather crude manner.

The new book has drawn on my own work on industrialisation, some of
which was conducted with doctoral students at Bradford University and some
with colleagues, chiefly in recent years Hossein Jalilian and Michael Tribe.
Responsibility for errors is, of course, mine.

My family have always been a wonderful source of support and at the time of
completing this manuscript were suffering considerably more than usual from
my absence for professional reasons. I can only hope that it is all worth it.
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1 Industrialisation since 1960

An overview

This chapter summarises some of the basic data on the industrialisation that has
taken place in developing countries since 1960. The conventional grouping
‘developing countries’ is very heterogeneous, covering countries with very dif-
ferent population sizes, income levels, resource endowments, and political and
social cultures. Most statistical compilations work with income level as a
criteria for membership of this group, although a relatively low share of industry
in total economic activity is often assumed to be a key characteristic of such
countries.'

The simplest definition of a developing country is one with an income per
capita of below a certain level, although the precise level of income has no
objective basis. As they are currently striving to reach ‘developed’ or mature
economy status, they differ in significant ways from richer economies. The term
‘developing countries’ is, in part, a relic from the early work on development,
which attempted to explain and generalise about the problems of what were
seen as a distinct category of economy. More recent literature, however, has dis-
tinguished various sub-categories within this group and acknowledges that the
generic term ‘developing countries’ now carries little analytic content. At one
extreme there are economies that, even if their average incomes remain low by
the standards of developed economies, have relatively sophisticated economic
structures; these are now often referred to as ‘newly industrialised economies’
(NIEs). On the other hand there are many economies, principally in sub-
Saharan Africa and South Asia, where incomes remain extremely low, poverty
is widespread and economic change is very slow. These are often referred to in
statistical publications as ‘least developed economies’. Between these extremes
are a range of other economies about which it is difficult to generalise. In addi-
tion, the ex-Soviet Republics and the Eastern European economies of the ex-
Soviet bloc are now labelled ‘transition economies’ in the light of the social and
political changes that have occurred since the disintegration of the Soviet
Union. In some of these transitional economies, particularly in Central Asia,
incomes are low and many of their economic problems resemble those once
seen as the preserve of developing countries. This book does not address the
concerns of these transitional economies directly.

In international statistical compilations, the industry sector is generally
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2 Industrialisation since 1960

defined to cover not only manufacturing, but also construction, mining and
public utilities. The focus here is primarily on manufacturing, but some sources
give information only on industry in aggregate so that on occasions reference
cannot be made to manufacturing specifically. As is discussed in later chapters,
manufacturing is often seen as the most dynamic part of the industrial sector
and given a leading role in development strategies. The United Nations and the
World Bank have both collected a substantial amount of comparative material
on manufacturing in developing countries and this evidence is drawn on
heavily in this chapter. However, at the outset it is important to note frankly
some of the limitations of this data.

It is well known that economic data on developing countries can leave much
to be desired, but there is a problem related specifically to the statistical cover-
age of manufacturing. This arises from the fact that, by definition, statistics refer
to the ‘enumerated’ or ‘formal’ sector; that is, to enterprises large enough to be
covered by censuses of production. The activities of small workshops and house-
hold units of below a minimum size — that is, the ‘informal sector’ — will either
go unrecorded, or their output and employment will be estimated crudely. For
many poor or developing countries, therefore, manufacturing statistics will
underestimate total activity and will give a biased indication of its composition.
It is normally the case that small-scale informal sector production has a much
lower output per worker than in formal manufacturing. This means that small
units are much more important in terms of their share in manufacturing
employment than in manufacturing output, so that errors of under-recording are
likely to be greatest in employment statistics.

The period covered here is from 1960 to the late-1990s, and since 1960 the
world economy has gone through several phases with the relatively high growth
years of the 1960s, when output and trade expanded at historically high levels, a
recession in the mid-1970s after the first oil price shock, a brief period of recov-
ery in the late-1970s, followed by a more prolonged and severe recession after
1980. After recovery in the mid-1980s the remaining years of the twentieth
century saw a rapid growth in capital and, to a lesser extent, trade flows in a
process now described conventionally as ‘globalisation’. It is well known that
the level of economic activity in developed economies has a major impact on
growth prospects in developing countries, particularly through changes in
export demand. Developing country exports of manufactures, in particular, have
grown impressively during the 1980s and 1990s at an average of around 13%
annually in value terms, and private capital flows to these countries have also
increased substantially.’

Over this period of approximately forty years, the evidence is strong that a
substantial degree of industrialisation has taken place in many developing coun-
tries. Although countries conventionally classed in this group still provide only
a relatively small share of world manufacturing output, this share has risen and
manufacturing has assumed a more central role in many of these economies.* In
surveying the broad picture of industrial development since 1960 the discussion
here is organised around two main issues:
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Industrialisation since 1960 3

¢ The extent to which the industrialisation of developing countries over this
period has changed the economic structure of these economies;

¢ The extent to which industrial development has occurred unevenly
particularly within the group of developing countries.

Industrialisation and structural change

In many developing countries growth of national income and manufacturing
output since 1960 has been high by most standards of comparison; whether in
relation to historical rates in these countries before 1960, in relation to rates
currently achieved by developed economies, or in relation to the growth
performance of the developed economies at earlier stages of their industrialisa-
tion. Table 1.1 gives the growth of manufacturing production in the aggregate
groupings of developing and developed countries for several periods after 1963.
Data on transitional economies of Eastern Europe are also given for comparison.
The impact of the first oil shock is apparent since, in both groups, growth is
lower after 1973, but in all periods developing countries achieved a higher rate
of growth of manufacturing; 8% per year 1963-73, and around 6% per year
thereafter. It should be noted that at no stage in the nineteenth and early-
twentieth centuries did manufacturing output in the UK, the USA or France
grow by such annual rates for any sustained period.” The transitional, previously
centrally planned, economies, which grew so rapidly in the 1960s saw a collapse
of investment and production from the late 1980s onwards and have been ex-
periencing a major reduction in their manufacturing capacity.

Having noted the broad magnitude of manufacturing growth in developing
countries as a group, it is important to consider the impact of this growth on
economic structure. Industrialisation is normally interpreted as a process
whereby the share of industry in general, and of manufacturing in particular, in
total economic activity is increased. A large number of studies have shown a
clear tendency for industrialisation, defined in this way, to be associated with

Table 1.1 Annual average growth of manufacturing production by economic grouping®
(constant prices)®

Developing countries ~ Developed countries Ewropean transitional
(%) (%) economies® (%)
1963-73 8.0 5.5 9.8
1973-95 5.6 2.0 0.5
1980-90 5.1 2.8 2.5
1990-99 6.5 2.2 -59

Sources: Pre-1973, UNIDO (1983: 24); post-1973, UNIDO database.

Notes

a See sources for definitions of economic groupings.

b Data up to 1973 are at 1975 prices, and data post-1973 are at 1990 prices.
¢ Including Russia, but excluding ex-Yugoslavia.
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4 Industrialisation since 1960

rising incomes. In other words, as incomes per capita increase, so too does the
share of manufacturing in national income. There is also evidence of an
S-shaped relation, with the manufacturing share falling after a certain level of
income is passed. The implication is that as income rises beyond a threshold
level there will be a proportionate shift in domestic expenditure towards ser-
vices rather than manufactures. Exporting can postpone a structural shift away
from manufacturing for a time, but there is evidence that it will not be post-
poned indefinitely.® Naturally this statistical association cannot prove caus-
ation, and the issue of whether it is the increasing role of manufacturing in
economic activity which causes higher incomes per capita, or vice versa, is one
to which we will return. However, an increase in the share of manufacturing in
national income is conventionally taken as an important statistical measure of
structural change at the macro-economic level. If one considers the sectoral
composition of national income for developing countries as a group, one finds
that, over the period since 1960, there has been a rise in the share of manufac-
turing, services and others at the expense of agriculture. The increase for manu-
facturing is around 9 percentage points, from 15% of GDP in the early 1960s to
24% in the mid-1990s, which is slightly above the developed country average.”
This is only the first of many statistical comparisons, however, where the use of
the aggregate category ‘developing countries’ can obscure important trends
within the group. Development of manufacturing within the group of develop-
ing countries differentiated by geographical region is illustrated in Table 1.2,
this time using World Bank data.

The contrast between production structures in the lower income regions of
Africa and South Asia and the higher income areas of East Asia is clear. In East
Asia the share of manufacturing has been rising dramatically in response to high
rates of growth in manufacturing and now exceeds the share in the developed
economies. Further, it is considerably higher than would be predicted for the
income level and size of the countries concerned.® In Latin America the manu-
facturing share has been falling since the early 1970s although, on average, it is
still above that in the lower income economies of Sub-Saharan Africa and
South Asia. In terms of recent growth in manufacturing, the dramatic perform-
ance in East Asia (including China) of over 10% annually since the early 1980s
and the lower, but still highly creditable, growth of around 7% annually in

Table 1.2 Manufacturing: share in GDP and growth by region

Share in GDP (%) Annual growth (%)

1980 1998 1966-98 1980-90 1990-98

East Asia and Pacific 31 31 10.5 10.2 10.9
Latin America and Caribbean 29 22 3.5 1.2 3.1
South Asia 16 19 5.6 7.0 7.6
Sub-Saharan Africa 16 19 3.6 1.7 1.2

Source: World Bank (2000).
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Industrialisation since 1960 5

South Asia must be contrasted with much slower growth in Latin America and
Sub-Saharan Africa. In many countries in the latter region growth has failed
even to keep pace with population increase, so that, in per capita terms, manu-
facturing value-added has fallen since the early 1980s.

Employment growth

Another approach to economic structure is to examine the share of different
sectors in total employment. It can be argued that this is a more important indi-
cator of structural change, since one of the main aims of a policy of structural
transformation will be to shift employment from low to high productivity activ-
ities. This implies that the change in the proportion of the workforce in develop-
ing countries engaged in manufacturing or industry in general, where
productivity is high relative to the rest of economy, will be an important measure
of structural change. Estimates of the proportion of the labour force engaged in
manufacturing in developing countries are particularly prone to error due to the
lack of coverage in surveys of small-scale household or workshop units, noted
earlier. It is normally argued that this omission is particularly significant in terms
of employment since, whilst in many developing countries un-enumerated pro-
ducers may contribute only a relatively small proportion of output, they can
provide a much more significant proportion of manufacturing employment.

The share of either industry or manufacturing in total employment is often
substantially less than their share in national income, due to the low productiv-
ity of agriculture in many developing countries. Here, unlike the value-added
data just discussed, there is little evidence of a significant rise in the employment
share of manufacturing in the majority of developing countries. Table 1.3 illus-
trates this trend using World Bank sources.” Data on employment in manufactur-
ing alone are not available from this source, hence industrial employment figures
are given. For comparison, data are also shown on three of the fast growing East

Table 1.3 Sectoral employment share by region and selected countries

Agriculture Industry

1980 1990 1980 1990

Sub-Saharan Africa 72 68 9 9
South Asia 70 64 13 16
Latin America and the Caribbean 34 25 25 24
East Asia® 73 70 14 15
Korea 37 18 27 35
Singapore 2 0 44 36
Hong Kong 1 1 50 37

Source: World Bank (1997) Table 4.

Note
a Excludes Korea, Singapore and Hong Kong.
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6 Industrialisation since 1960

Asian economies, where the pattern of change has differed from the normal one
for developing countries. Agriculture still remains by far the most important
employer in all but higher income developing countries. The employment shift
towards industry was particularly dramatic in the case of South Korea (hence-
forth Korea), although in the other two higher income economies shown, Hong
Kong and Singapore, employment patterns in the 1980s moved away from
manufacturing with the growing skill-intensity of production and the emergence
of important international service activities in these economies.

Specifically regarding employment, developing countries as a group increased
their share of world manufacturing employment by around 11 percentage points
from the mid-1970s to the early 1990s, although most of the proportionate
increase occurred by the mid-1980s; see Table 1.4. The differences between
Tables 1.3 and 1.4 largely reflect the share of non-manufacturing industrial
employment in mining and construction.

Nonetheless, in the context of employment growth, it is frequently asserted
that manufacturing has generated relatively few new jobs, despite the substan-
tial industrialisation that has taken place since 1960. On the basis of recorded
employment statistics up to the 1980s, this view was questionable. For develop-
ing countries as a group, manufacturing employment appears to have grown by
around 4% per year during the 1960s and 1970s; a creditable performance in
historical terms. For example, if one takes as a point of comparison the
experience of developed countries in the latter part of the nineteenth century,
the rough data available suggest that their annual growth of industrial employ-
ment was roughly half this figure.'® Manufacturing employment growth
appeared to slow somewhat after 1980 to an average of around 3.5% annually
between 1980 and 1995. This growth was very unevenly distributed with
employment falls in a number of countries and rapid growth in others. From the
UNIDO database in sixty-eight developing countries with adequate data from
1980 to 1995 it appears that approximately 41 million new manufacturing jobs
were created. However roughly three quarters of these, approximately 32
million, were in one country, China. Over the same period there were net job
losses in manufacturing in sixteen of the sixty-eight countries and very low
employment growth of below 1% annually in another twelve countries.!! In

Table 1.4 Developing country shares in world manufacturing employment by region (%)

Region 1975 1985 1993
Developed countries 72.6 62.0 61.2
Developing countries 274 38.0 38.8
East Asia 7.2 12.0 10.0
Africa 1.9 3.5 3.7
West Asia 1.6 2.0 2.1
South Asia 7.2 9.0 10.1
Latin America 9.5 10.5 12.0

Source: UNIDO cited by Amsden (2001) Table 9.5.
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Industrialisation since 1960 7

Latin America in particular the numbers employed in manufacturing have
fallen significantly during the 1990s as part of enterprise restructuring.'?

The basic problem is not always the number of additional jobs created in
industry relative to output expansion in the sector. Even where this is high, the
number of these additional jobs relative to both the annual increase in the
labour force and the number of workers in low productivity activities in agricul-
ture and services remains only modest. Again a comparison with late-
nineteenth-century experience may put the problem in perspective. In the
1960s, at a time of high employment growth in developing countries, the indus-
trial sector was able to absorb annually only around 22% of the total increase in
the labour force; the comparable estimate for a group of now developed
economies in the 1880s is nearly twice this, at 42%." In many countries the
substantial expansion of industrial and manufacturing output, which has
occurred since 1960, is still inadequate to generate the jobs required to absorb a
high proportion of the new entrants to the labour force, let alone to offer work
to large numbers of the under-employed.

Composition of manufacturing

Structural change cannot be viewed simply in terms of the share of manufactur-
ing or industry in total output or employment. It is important to know whether
there has been a shift in the composition of output produced within manufac-
turing; in particular whether developing countries have moved from what is
sometimes termed ‘first-stage import-substitution’, (involving the replacement
of imports by local production of light consumer goods with relatively simple
technologies and no significant economies of scale), to the production of inter-
mediates and consumer and producer durables. A diversified industrial structure
which is capable of supplying a significant proportion of its own requirements of
industrial inputs and capital goods is seen by many as a prerequisite of a self-
sustaining programme for long-run growth. In this context structural change
within manufacturing can be defined as a shift away from light, relatively
labour-intensive industrial activities, towards heavy, more capital-intensive
ones, and away from light consumer goods towards industrial intermediates, and
durables, both capital and consumer goods.!*

To illustrate the changes in industrial structure that have taken place in
developing countries over this period, Table 1.5 shows the share of different
manufacturing branches or categories in world output of that category. In addi-
tion, branches are placed in three groups depending on the extent to which
they increased their share of world output over the period 1975-95. Branches
where developing countries’ gains have been greatest include footwear, textiles
and clothing, which are the main labour-intensive ‘easy’ import-substitute
activities, but also heavy industrial activities like iron and steel, petroleum
refining and non-ferrous metals.

However, rather than focussing on the factor intensity of production, or the
uses to which output is put, the technological dynamism of different branches,
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8 Industrialisation since 1960

Table 1.5 Developing country shares in world output and their change by branch

(1975-95)
10% or more gain 0-9% gain Loss
Footwear (43.8) Pottery, china, and Plastics (12.8)
earthenware (25.7)
Iron and steel (28.3) Rubber products (21.5) Printing and publishing (7.6)
Textiles (36.4) Industrial chemicals (16.7) Tobacco manufactures (30.2)
Non-ferrous metals (20.8)  Glass and glass products
(17.8)
Wearing apparel (29.2) Beverages (27.3)
Leather and fur products Electrical machinery (14.1)

(34.0)
Petroleum refining (36.7)  Transport equipment (12.6)

Miscellaneous petroleum Metal products (15.0)
and coal products (24.0)

Other non-metallic Non-electrical machinery (9.6)
minerals (26.2)

Paper and paper products (13.5)
Furniture and fixtures (13.6)

Food (18.6)

Professional and scientific goods (6.2)
Wood and cork products (6.2)

Other chemical products (19.0)

Source: UNIDO cited in Amsden (2001) Table 9.7.

Note

Gain and loss refer to change in share of world output over the period. Within each group branches
are ranked by descending order of change. Figures in parentheses are the share of each branch in
total world output of that branch in 1995. China is excluded from all figures.

in the sense of their potential for technical change, quality improvement and
cost reduction, offers an alternative criteria by which to analyse industrial struc-
ture. Table 1.6 provides a simple indication of the changing technological com-
position of manufacturing. It uses a simple definition of technological dynamism
to dis-aggregate manufacturing structure into low, medium and high technology
activities."” The main drawback with this form of comparison, however, is that
within particular branches of manufacturing, activities can be carried out at dif-
ferent levels of technological complexity. Hence a given value-added in elec-
tronics, for example, can be related to assembly or to genuine product
development. In statistical compilations both will show up as output under the
same activity. With this qualification in mind, Table 1.6 gives the average
shares of these three groups in manufacturing value-added for developed
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Industrialisation since 1960 9

Table 1.6 Composition of manufacturing output by technology (% share)

Developed NIEs Second NIEs ~ Other developing

1980 1997 1980 1997 1980 1997 1980 1997

Low technology 55 44 58 51 3 69 78 76
Medium technology 24 25 26 29 20 21 16 19
High technology 21 31 16 20 7 10 6 5

Source: Calculated from data in UNIDO database.

Note
NIEs are Hong Kong, Taiwan, India, Korea, Singapore, Argentina, Brazil, Mexico. Second tier NIEs
are Indonesia, Malaysia, Philippines, Thailand, Colombia, Turkey.

economies, a group of relatively more industrialised developing countries —
what are termed ‘newly industrialised economies’ (NIEs) — a group of second-
tier or follower NIEs, who have developed relatively large manufacturing sectors
more recently, and all other developing countries.

The pattern in Table 1.6 is clear. High technology activities have grown rel-
ative to others in all country groupings except for the non-NIE developing
countries. Outside of the group of industrialised economies, low technology
activities still predominate, particularly in the second tier NIEs and other devel-
oping countries. As a group, the NIE are moving towards the structure of the
industrialised economies, although as yet they have not specialised as far in
high technology activities.

The implication is of a change in industrial structure amongst developing
countries away from reliance on low technology, simple manufactures. However
this shift has been taken much further in some countries than others and still is
insufficient in most cases to come close to the focus on high technology activ-
ities found in the developed economies.

Composition of exports

The final broad indicator of structural change considered here is the composi-
tion of exports. Heavy reliance on the export of a small number of primary com-
modities was a key characteristic of many developing countries pre-1960, and a
rising share of manufactures in total exports can be seen as desirable, not only to
diversify the means of earning foreign exchange, but also as evidence of the
international competitiveness of new manufacturing activities.

One of the dominant characteristics of world trade patterns since 1960 has
been the growth of manufactured exports from developing countries. For devel-
oping countries as a group manufactured exports grew at just under 12% per
year in volume terms 1965-73, accelerating to just over 14% per year 1973-80.
Since 1980 growth of manufactured export volumes from developing countries
has been around 12% annually.!® In all periods this growth exceeded substan-
tially that of total world merchandise trade. Hence as a consequence of this
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Table 1.7 Developing country manufactured exports

Manufactures/Total Annual growth
exports (%) 1980-98 (%)
1980 1998

East Asia and Pacific 45 82 15.8

Latin America and Caribbean 20 49 11.6

Middle East and North Africa 6 17 3.4

South Asia 54 78 10.2

Sub-Saharan Africa 12 n.a. n.a.

Source: Calculated from data in World Bank (2000).
Note

Growth rates are in US$ values; n.a. is ‘not available’.

rapid growth the share of manufactures from developing countries in their total
exports and in world trade in manufactures increased. Thus from a relatively
low base the developing country share of world exports of manufactures has
grown to nearly 25%. Table 1.7 gives the average annual share of manufactures
in total exports for groups of countries classified by region. In all cases, except
Sub-Saharan Africa, there is evidence of a clear trend towards a rising share
over time. By the early 1990s, even in many low-income or least developed
countries, manufactures were over a quarter of exports. Although success in
exporting manufactures has been very unevenly spread between developing
countries, a point to which we will return shortly, even in many countries
which remain highly dependent upon primary exports there has been some
diversification, in the sense that they have become less dependent upon their
single most important primary export.!?

Although developing country exporters now account for around half of
world exports of footwear and textiles, an examination of the commodity com-
position of manufactured exports from developing countries reveals that growth
has occurred across a range of products, not simply the more traditional labour-
intensive exports.'® Rapid export growth has also been achieved in products like
consumer electronics, chemicals, iron and steel, machinery and transport equip-
ment, so the pattern of exports from developing countries is shifting towards
greater technological complexity as well as capital-intensity. This can be seen
by drawing on data on the trend in world manufactured exports classified by
level of technological sophistication. A four-fold classification can be used that
distinguishes between exports that are:

e resource-based products involving processing of agricultural products, min-
erals, energy resources and so forth;

¢ low technology products such as textiles, footwear, garments, sports goods,
toys, furniture, based on mature, relatively simple, often labour-intensive
technologies;
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Table 1.8 World manufactured exports by technology category

Annual growth 1985-98 (%)  Deweloping country share in world
exports (%)

Developed  Developing 1985 1998
Resource based 7.0 6.0 26.3 23.7
Low technology 8.5 11.7 26.7 34.5
Medium technology 8.5 14.3 8.3 15.3
High technology 11.3 214 10.7 27.0
Total 8.8 12.5 16.4 233

Source: Lall (2000a) Table 2.
Note
Growth rates and shares are in terms of US$ values.

Table 1.9 Distribution of developing country manufactured exports by technology cat-
egory (%)

Year Resource based ~ Low technology ~ Medium technology High technology

1985 38 30 21 11
1998 18 27 26 29

Source: Lall (2000a) Table 5.

¢ medium technology products, such as automobiles, chemicals, basic metals,
machinery and simple electronics, with more complex but not rapidly
changing technologies, strong learning effects in operations and sometimes
economies of scale in production;

® high technology products, such as pharmaceuticals, complex electronics,
aircraft and precision instruments, where technologies are both complex

~ ~ L1 - ) 19

and rapidly changing, with high skill requirements.

As shown in Table 1.8, within world trade in manufactures it is the high
technology goods that have grown most rapidly over the last twenty years.
Further, developing countries have seen a major expansion in their exports of
high technology goods and, as Table 1.9 shows, in the aggregate in the late-
1990s, less than half of their exports were still in the technologically less
complex resource based and low technology goods.

Parts of the production process of high technology goods are often divisible
and not all production locations require high skills and good technological
infrastructure, thus international sourcing can be practised as part of globalisa-
tion. The major rise in such exports from developing countries seen in Tables
1.8 and 1.9 arises primarily through the transfer of parts of their production,
usually involving lower Research and Development (R and D) activity and skill
levels, to lower wage economies. The components and parts produced in these
operations are then exported for completion or final assembly elsewhere. NIEs
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in East Asia have been at the forefront of this re-location process, so that in
countries like Singapore, Malaysia, Philippines, Thailand and Taiwan well over
one-third of manufactured exports are classed in the high technology category.
For the Philippines and Singapore the proportion is over 60%. Developing
countries, chiefly the NIEs, now account for around one-third of world exports
of electronics, which is the industry where this sourcing process has been
developed furthest. On the other hand, in many countries, including large
countries like India, Pakistan and China, the bulk of manufactured exports are
still in the lower technology categories, so that the highly impressive growth of
high technology exports has been concentrated very unevenly between coun-
tries.?®

To summarise, therefore, by any of the indicators conventionally used to
gauge structural change at the macro level, as a group, developing countries
have shown important structural shifts. The share of manufacturing in total pro-
duction has risen, as has its share in total exports. Although one can question
the accuracy of some of these statistics, the general conclusion is clear, despite
setbacks in more recent years in some countries, manufacturing, and industry in
general, have played a much larger role in developing countries since 1960.

Uneven industrial development

As pointed out earlier, the group of developing countries is very heterogeneous.
In 1960, at the beginning of the period with which we are concerned, there was
a significant inequality between developing regions and countries in terms of
both income and manufacturing output, and this gap has widened in many cases
with a wide disparity in growth between different countries and regions. Table
1.2 has summarised some of the changes since the late 1960s.

Real manufacturing growth has been very rapid in East Asia and China,
where the newly industrialised economies are located. In some countries in sub-
Saharan Africa, it has been below the rate of population increase, so that real
value-added per capita has declined. In South Asia, although growth has been
around 5% per year, this is still sufficiently above population increase for
value-added per capita to double in twenty-five years. In Latin America and
the Caribbean growth has been low at just below 3% annually, largely due
to the difficulties caused by the debt and adjustment crises many countries of
the region faced in the 1980s. Finally it is worth noting the continued gap in
productivity levels as reflected in the very large difference in average per capita
value-added between countries and regions.?!

As might be expected there have also been disparities within regions, so that
the additional manufacturing output and exports produced by developing coun-
tries since 1960 has been highly concentrated in a relatively small number of
countries. Apart from China with over a quarter of developing country manu-
facturing production, the other five main producers in order of the absolute size
of their manufacturing sectors are Korea, Brazil, Taiwan, India and Mexico. In
1995, if one excludes China from the comparison, these five countries, with
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roughly 37% of the population of developing countries, had 48% of manufactur-
ing value-added.?

Although, as we have noted above, many developing countries expanded
their exports of manufactured goods over this period, the bulk of the increase
was again concentrated in a few countries. Data for the mid-1970s, for example,
indicate that the ten chief developing country exporters took over 75% of all
manufactured exports from the group. The four major East Asian exporters,
Hong Kong, Taiwan, Korea and Singapore, accounted for over 45%. By the late
1990s, the top ten exporters took over 80% of all manufactured exports from
developing countries. Further, this tendency towards export concentration rises
with the technological sophistication of the goods concerned, so that in the
high technology category, 96% of all developing country exports come from the
leading ten exporting economies. The leading five exporters — Singapore,
Taiwan, Korea, Malaysia and China — account for over 70% of developing
country exports of these goods.”

Newly industrialised economies

The uneven spread of manufacturing and export growth within the group of
developing countries has led to efforts to reclassify countries into ‘the more
dynamic’ and ‘the rest’. In recognition of the fact that some of these countries
might already have reached the stage at which they could be termed ‘industri-
alised’, the more advanced of these have been christened ‘newly industrialised
economies’ (NIEs). Unfortunately there are no commonly agreed criteria for
membership of this group. One approach, where export growth has been rapid,
is to define NIEs as those countries with a successful export-oriented strategy for
manufacturing; another includes as NIEs those countries where manufacturing
has reached some threshold share of GDP — typically either 20% or 25%.2* The
countries most frequently included in lists of NIEs are probably Hong Kong,
Singapore, Korea, Taiwan, Argentina, Brazil, Mexico, India, China, Turkey,
with Malaysia, Indonesia and Thailand sometimes included as well.?>

Different countries are included in this list for different reasons. The first
four, Hong Kong, Singapore, Korea, Taiwan, are the original ‘Gang of Four’
whose dramatic performance since the 1960s first alerted observers to the
prospect of rapid industrial expansion in initially low income countries. These
are now sometimes referred to as the ‘first-tier’ NIEs in recognition of their
earlier start on the process of export-oriented industrialisation. In fact recent
World Bank statistics now classify Hong Kong, Singapore and Korea in the cat-
egory of high income countries due to the levels of income per capita they have
achieved. Taiwan is excluded from these statistics for political reasons, but its
income per head is higher than Korea.

Argentina, Brazil and Mexico are economies with a long history of industrial
development and the latter, in particular, have large domestic markets. Simi-
larly India and China are often included as NIEs on the grounds of the very
large scale of their industrial sectors. Further, in the case of China its very rapid
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14 Industrialisation since 1960

growth in recent years has meant that it has accounted for a significant propor-
tion of the additional manufacturing value-added created outside Europe and
North America. Turkey is also an economy with a lengthy history of industrial-
isation and a relatively large internal market. Finally, the three East Asian
economies of Malaysia, Indonesia and Thailand have achieved significant
export growth in recent years and, as a consequence, have been described as
second-tier NIEs that have followed the path of manufactured export growth
first set out by their first tier regional neighbours.?®

Data on some of the structural characteristics and economic performance of
these countries is given in Table 1.10. Together they have around one-third of
the population of all developing countries, including China. However this relat-
ively high proportion is strongly influenced by the inclusion of India and China.
From Table 1.10 it is difficult to identify common characteristics shared by the
countries most frequently cited as NIEs. With the exception of Argentina all
have had a growth rate of manufacturing since the mid-1970s in excess of that
in the groups of both developed and developing economies. Despite this poor
performance, Argentina is normally included in lists of NIEs on the grounds of
the absolute size and relative technological sophistication of its manufacturing
sector.

The role of manufacturing in the economies of the NIEs varies markedly
between the countries in Table 1.10. In terms of its share in GDP, all countries
in the table, with the exception of Hong Kong, have a share above 15%. In a
majority of cases the share of manufacturing in the NIEs is either close to or
greater than that in the higher income economies. The low and declining share
of manufacturing in the economy of Hong Kong is largely due to the shift of
many manufacturing activities from the island to mainland China, rather than a
process of de-industrialisation. For exports, manufactures exceed 50% of total
exports in all cases except Indonesia and Argentina, where oil and other
primary exports are of major importance. In a number of cases manufactures
now provide the bulk of exports.” Manufacturing value-added per capita varies
substantially between countries from over US$6000 in Singapore to US$70 in
India. However, in all cases, apart from Singapore, Korea and Hong Kong, the
per capita figures are very low in comparison with developed economies, but
nonetheless they are generally high by the standards of most other developing
countries. Singapore now has a per capita figure which exceeds the average for
higher income economies.

A diversification, as well as an expansion, of manufacturing is a characteris-
tic of NIEs. Some evidence of this is given in Table 1.10 by the share of high
technology branches in total manufacturing. In two countries, Singapore and
Malaysia, the shares of these branches are well above those in the higher
income group (although much of this is likely to be assembly operations for
parts and components made elsewhere) whilst in three other NIEs, Hong Kong,
Korea and Taiwan, the shares are broadly similar to those in the higher income
economies. For other countries in the table, however, structural change in
manufacturing in the direction of these branches has been carried much less far
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16  Industrialisation since 1960

and they are 10% or less of total manufacturing in five countries, including, sur-
prisingly given their income levels and history of industrialisation, Mexico,
Argentina and Turkey.

The trade pattern of the NIEs illustrates clearly the extent to which their
development since 1960 has differentiated them from other developing coun-
tries.”® The NIEs have been the main exporters of manufactures from develop-
ing countries. However, as we have noted above, there is a clear differentiation
between countries included in the table and high technology exports are con-
siderably more important for some of the NIEs than for others. For example,
one can contrast the export structure in India, Brazil, Turkey and Indonesia,
where high technology exports are less than 10% of total manufactured exports,
with that in most of the East Asian NIE, where they normally exceed 25%, and
where in some cases, principally Singapore and Malaysia, they provide a major
part of all manufactured exports.

Overall growth has also been very uneven within the group. Since 1980
growth has been relatively slow in the three major Latin American economies
of Brazil, Mexico and Argentina, with the latter experiencing a substantial
absolute decline in the sector during the 1980s. In the East Asia economies,
India and China growth has been much more rapid, with China demonstrating
dramatic growth of nearly 15% annually over most of the 1990s and the others
growing by at least 6% annually. However, these figures do not fully capture the
effect of the East Asian financial crisis of 1997-98, which had a strongly negat-
ive impact, principally on Indonesia, Thailand and Korea, and from which
recovery has been strongest in Korea and weakest in Indonesia.

Whether or not all of the NIEs should be considered to be genuinely indus-
trialised is unclear, since there are no commonly agreed criteria for defining an
industrialised economy. In very general terms it is an economy where the indus-
trial sector, and manufacturing in particular, have come to play a ‘critical’ role,
but what constitutes such as role is open to differing interpretations. Further, it
could be argued that despite the structural change that has taken place, much of
the industrialisation in the NIEs is premature, in the sense that in most of these
countries the value of manufacturing output per head of population is still
significantly below that in the developed economies. Therefore, whilst the share
of manufacturing in national income in many of the NIEs may be close to or
greater than that in developed economies, labour productivity in manufacturing
remains much lower. Further allowing for differences in age structure and hours
worked in manufacturing, output per worker in relation to that in developed
economies is even lower. In addition, even in the fast growing East Asian NIEs
total factor productivity growth, which should measure the increase in effi-
ciency of resource use, was only modest in the period since 1960, averaging 2%
or less annually in Korea, Taiwan and Singapore.”’
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De-industrialisation

At the other extreme, the question can be raised as to whether or not in some
sense a significant number of developing countries have been experiencing a
process of industrial regression or de-industrialisation. In its strongest sense this
can be interpreted as an absolute fall in manufacturing (either output or
employment) and in its weaker sense as a relative fall. Table 1.11 shows the
position in all countries for which there is comparable data where the share of
manufacturing in GDP has fallen since 1980.

It can be seen that in the majority of the twenty-five countries for which we
show a relative fall in manufacturing, in all but four this is at a time of positive
absolute growth. Hence what we are picking up is a reallocation of resources at
a time of overall expansion, which may reflect a more efficient allocation of
resources in response to the opportunities opened up by a more liberal inter-
national trading environment. The four countries where there was both an
absolute and relative fall in manufacturing in the 1990s are Colombia, Jamaica,
Zambia and Zimbabwe.*

The collapse of manufacturing has been most dramatic in the African
economies of Zambia and Zimbabwe. In addition there are a number of other
countries in Africa where there was a substantial fall in the absolute size of
manufacturing during the 1990s at a time of general economic decline, so that
the share of manufacturing in national income did not fall. These are Angola,
Burundi, Cameroon, the Central African Republic, Congo and Mauritania.
Hence de-industrialisation appears largely, but not entirely, an African issue.
Neoclassical thinking, discussed in Chapter 3, would argue that much of the
industrial sector in African was highly inefficient and would be expected to
contract as these economies were opened up to international competition.
However, whilst by definition closure of inefficient activities must be sensible in
economic terms, it is clearly a cause for concern that little new investment has
gone into the manufacturing sector in Africa in recent years to create more
competitive new industries.’!

Simple comparisons such as those in Table 1.11 take no account of the
income level, size and natural resource endowments of particular economies, all
of which can be expected to influence the share of manufacturing in total eco-
nomic activity. To address this, a study by the author estimated a cross-country
regression model that attempts to take account of these country characteristics.
This shows that, as expected, for all developing countries the share of manufac-
turing in GDP rises with income per capita and population. However, control-
ling for these factors, there is a tendency for this share to fall across all countries
in more recent periods (covering the late 1980s to early 1990s). Once one
allows for other relevant variables, no specific regional effect for Africa is found,
so that there is no evidence that this downward trend is more important in
Africa than elsewhere. However, as expected, in the more recent period there is
a strong tendency for a larger-than-expected industry share to be found in East
Asia, suggesting a regional effect at work there. Within Africa, of the sixteen
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18  Industrialisation since 1960

Table 1.11 Candidates for de-industrialisation

Country Manufacturingl GDP (%) Annual growth of
manufacturing 1990-98
(%)
1980 1998

Latin America and Caribbean
Argentina 29 19 43
Brazil 33 23 2.5
Chile 21 15 5.7
Colombia 18 13 -1.1
Guatemala 17 14 2.8
Jamaica 17 15 -1.8
Mexico 21 20 3.6
Nicaragua 26 15 3.1
Panama 12 9 4.2
Paraguay 16 15 0.9
Uruguay 26 18 0.3
Venezuela 16 15 1.5

Asia and Pacific
China 41 37 14.7
Hong Kong 24 7 n.a.
Myanmar 10 6 6.7
Philippines 26 22 3.1
Papua New Guinea 10 9 5.8
Singapore 29 23 6.7
Sri Lanka 18 17 8.5

Sub-Saharan Africa
Angola n.a. 6 =21
Burundi 7 8 -9.3
Cameroon 10 11 -1.0
Central African Republic 7 9 —0.7
Congo 7 8 -2.5
Ghana 8 2 3.2
Mauritania n.a. 9 —1.7
Kenya 13 11 2.5
Rwanda 17 13 4.6
South Africa 22 19 1.1
Zambia 18 11 —14.5
Zimbabwe 22 17 —-1.7

Source: World Bank (2000).
Note

n.a. is ‘not available’.
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countries included, half show evidence of de-industrialisation by the technical
criteria used.”

Conclusion

Having noted the mixed record between developing economies, the general
conclusion remains that, from the available data, it appears that a significant
degree of industrialisation has taken place post-1960, although only a few previ-
ously developing countries can be seen as having graduated to the group of the
industrialised. Nonetheless, success in industrialisation has not been enough to
transform social and economic conditions within most countries. The most
obvious exception is East Asia, and to a lesser extent China, where rapid
income growth, driven by manufacturing expansion, has reduced very substan-
tially the numbers living in poverty.* An important question is the cause of the
uneven expansion of manufacturing. Naturally one should not expect all coun-
tries to grow at equal rates, since factors like natural resource endowments,
current output levels, social systems, political and economic external links, and
economic policies, will all influence the growth that can be achieved in a spe-
cific period. The explanation for this range of performance is clearly complex,
and this chapter only sets out basic data. The links between different aspects of
policy towards manufacturing and performance are examined in later chapters.
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2 Are there different paths to
industrialisation?

This chapter considers different aspects of industrial policy and examines the
possibility of classifying developing countries by the policies they have pursued.
It also discusses the link between these aspects of policy and economic per-
formance.

Industrial policy can be approached from a variety of perspectives, since gov-
ernments may attempt to control or influence different areas of economic activ-
ity relating to the industrial sector. Consequently, industrial policy can cover a
broad range of questions, for example, relating to international trade in indus-
trial goods, the allocation of finance between enterprises, the choice and devel-
opment of technology, the competitive behaviour of producers, and the relative
roles of large and small-scale firms. However, if one wishes to generalise about
the policies pursued across a large group of countries it is necessary to narrow
the discussion to specific aspects of policy. This can allow a classification of
countries in terms of their policies in these areas. In the past literature on indus-
trialisation in developing countries, four major aspects of policy have received
particular attention:

e the treatment of foreign trade, particularly the use of various forms of
import taxes and trade restrictions to protect domestic industry;

e the use of direct controls, such as investment licences and price controls, to
influence the allocation of resources both within industry and between
industry and other sectors;

e the degree to which foreign investment by transnational firms is relied
upon to provide foreign exchange and technology for new industrial pro-
jects;

e the relative roles attributed to the public and private sectors in industrial
programmes.

Different intellectual perspectives have focussed on different areas of policy
with, for example, the Neoclassicals concentrating primarily on the first two,
and the Radical literature on the last two. The conceptual basis for the
approaches of alternative schools of thought is examined in later chapters. Here
the aim is to consider attempts that have been made to classify the policies
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pursued by different countries in these broad areas. Such attempts normally
work with simple dichotomies including:

e ‘open’ versus ‘closed’ trade policies;

® ‘dependent’ versus ‘independent’ policies, particularly in relation to foreign
investors;

e ‘capitalist’ versus ‘socialist’ policies on industrial ownership.

Generally, such simple distinctions require major qualification but since they
have been used widely in discussions of industrial policy, it is necessary to point
to some of the ambiguities they involve. Furthermore it may be of interest to see
how various countries have been classed in relation to different policies and to
consider whether it is possible to link particular policies with good or bad eco-
nomic performance, in general, and industrial performance in particular.

Open and closed trade policies

Although industrial policy can be considered from a number of different points
of view, many discussions start from the side of foreign trade, not only on the
grounds that the choice of trade strategy will be important in its own right, but
that it will also have a major influence on other areas of policy; for example, the
degree of competition in the domestic market, and the choice of technology for
new investments. A distinction that was common in the literature of the 1970s
and early 1980s was that between closed or inward-looking policies and open or
outward-looking policies, where the former refers to policies aimed primarily at
meeting the demands of the domestic market and the latter to those that do not
discriminate against, and often encourage, export sales.! A major theme of this
literature was the superior performance of countries that pursue the latter set of
policies.

In general, inward-looking economies are those that have pursued policies of
import-substitution industrialisation, defined as an explicit strategy in which
government policies actively encourage domestic industry to supply markets
previously served by imports. Trade policy measures often employed in such
economies include relatively high import tariffs, quota restrictions on imports
and controls on access to foreign exchange. In such economies, the export
sector is generally penalised relative to the sector producing for the home
market. A technical definition is that inward-looking economies are those
where in aggregate sales in domestic markets receive a higher rate of incentive
than do sales for exports. Therefore, on average, the proportionate rise in the
domestic price of importables relative to their world prices will be greater than
the proportionate rise for exportables.?

In contrast, following this approach, outward-looking economies are those
where the bias against exports is removed, and in the aggregate net incentives
to domestic sales and exports are equal. Industrial policies of this type do not
necessarily imply free trade in industrial goods since domestic prices and world
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prices can still diverge. However economies generally classed as outward-
looking tend to have lower rates of import tariffs, and to rely much less heavily
on import and foreign exchange controls than the group of inward-looking
economies.

Qualifications to simple distinctions

Whilst the simple distinction between inward- or outward-oriented economies
and the related policy distinction between import-substitution and export
promotion may be useful in focusing on the bias inherent in various incentives
to production, it needs to be qualified in several ways.

First, it is important to stress that outward-looking industrial strategies need
not imply that import protection is removed. For example, of the first tier NIEs,
Hong Kong, Singapore, Taiwan and Korea during their formative periods in the
1960s and 1970s, only the first can be seen as a free-trade economy, since the
others maintained varying degrees of import protection. This was generally low
overall, but in the case of Korea, protection was relatively high for specific
manufacturing branches, for example those producing transport equipment,
machinery and consumer durables. Protection for these branches in Taiwan was
lower than in Korea, but was still significant for transport equipment and con-
sumer durables.’ Furthermore it should not be thought that import-substitution
— measured as a falling share of imports in total supply — did not take place in
these economies in several branches of industry. Although the incentive struc-
ture may not bias incentives in favour of home market sales, import-substitution
can still take place without high import protection as domestic producers gain
in experience and efficiency, and thus are able to compete with imports in
the home market. This can be seen as a ‘natural’ form of import-substitution,
where no direct policy intervention is involved. There is evidence, for example,
that during the 1960s and 1970s, in Korea and Taiwan, substantial import-
substitution of this type took place, despite no overall bias in favour of the
home market. Further, these protected industrial activities were able to break
into export markets relatively quickly.

Second, a sharp distinction between inward- and outward-looking policies
ignores the shifts in policy that took place in many countries. It is well known
that some of the leading outward-looking economies — again, Korea and Taiwan
are the clearest examples — pursued inward-looking protectionist policies prior
to their shift towards a greater export orientation in the early 1960s. However it
is also important to note that, even in many economies that remained predomi-
nantly inward-looking up to the early 1990s, some shift in policy in favour of
exports took place, as the need to expand exports to overcome foreign exchange
crises became increasingly apparent. This often involved exchange rate devalu-
ations to boost exports and the widespread use of duty-drawback schemes so
exporters could claim refunds of import tariffs on imports used as productive
inputs in export production.

Third, it should be noted that the term ‘outward-looking industrial strategy’
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may imply, somewhat misleadingly, that for all countries following such a strat-
egy exports form a major proportion of manufacturing output. In general,
exports of manufactures can be placed in four broad categories:

e  exports of processed raw materials and primary products;

e exports of intermediates required as inputs into production processes
located abroad;

e exports of industries established initially to substitute for imports in the
local market;

e  exports of final goods produced specifically for the international market.

In only the second and fourth of these categories is it inevitable that an
outward-looking approach will involve a very high proportion of exports in
total output. Empirical studies have demonstrated that, in general, exports play
a much larger role in total demand in small as compared with large economies.
This can be explained in that large economies are likely to have a much higher
proportion of manufactured exports from industries established initially to serve
the local market.*

Exports are important for economic growth. Although in many larger devel-
oping countries they may provide a relatively small share of the total demand for
manufactures, export earnings may still make a key contribution to growth by
relieving a foreign exchange constraint. Thus, if growth is held back by scarcities
of imported inputs or by demand deflation used to remove excess demand for
foreign exchange, additional exports can play a key role in allowing the expan-
sion of economic activity. Nonetheless, it still remains the case that even for
relatively outward looking economies, exports need not dominate sales of man-
ufactures, so that a major proportion of output may still go to the home market.

To summarise, the inward- versus outward-looking distinction has a rele-
vance in discussions of the biases arising from trade and other policies.
However, it cannot be taken to imply that outward-looking economies
necessarily pursue free trade nor that they are dependent on exports for their
main source of demand. Furthermore, policy shifts can take place fairly rapidly
so that country classifications based on this distinction can easily become out of
date. We address issues of classification below.

Classification of countries by trade strategy

The classification of countries in terms of trade strategies has proceeded in
various ways. The most theoretically satisfactory approach, in line with the
definitions given above, is to examine the incentive structure for manufactures
to establish the direction of bias in the incentive system. Studies of this type
are time-consuming and have been carried out in detail for only a limited
number of countries.” Given this lack of comprehensive coverage there is no
definitive classification of countries into those that have followed outward- or
inward-looking industrial strategies. There is broad agreement, however, on
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some of the main members of each group. The leading outward-oriented
economies are normally seen as the four East Asian NIEs — Hong Kong, Singa-
pore, Taiwan and Korea — that achieved an impressive growth of income and
exports post-1960 (although as we note on page 184, n.7, that there is dispute
concerning how Korea should be treated in a classification of trade policy).
These are sometimes referred to as the ‘Gang of Four’, and in the Neoclassical
literature their success is held out as a model for other developing countries to
emulate. As we noted in Chapter 1, they have been followed by a group of
second tier NIEs from the same region that include Malaysia, Thailand, Indone-
sia and, in some discussions the Philippines.

Prior to their relatively recent trade liberalisation, the major inward-looking
economies were seen as India, China and some of the larger Latin American
economies, such as Mexico, Argentina and Brazil. Egypt, Turkey and the
Philippines were also linked with this group. However the on-going process of
trade reform has reduced significantly the number of heavily protected
economies, but even in the early twenty-first century, liberalisation has been
carried further in some countries than others.

In analysing country trade policy over the period from 1960 to the 1990s,
several alternative indicators are available. The index of Sachs and Warner
(1995) is a well known example. The authors produced an openness index
based on a combination of subjective and quantitative data. A country is
classed ‘closed to trade’ if it has one or more of the following characteristics: a
socialist economic system; a state monopoly on major exports; non-tariff bar-
riers covering more than 40% of imports; average tariffs of above 40% or a black
market exchange rate that is depreciated by 20% or more relative to the official
rate.’ Table 2.1 uses the definition of openness from this index to group coun-
tries into four categories; those who are classed as open in trade policy over the
whole period, those where there were changes from open to closed or vice versa,
those who opened their economies relatively late (that is, from the late 1980s or
early 1990s) and those who remained closed over the whole period.

From Table 2.1, the size of the late-liberaliser group gives a simple indication
of the shift that has taken place in many countries since the early 1980s. Trade
reform has had a major impact in Latin America, with most economies in the
region falling into this group. Similarly a number of sub-Saharan African coun-
tries have also liberalised sufficiently to fall into this category. The fully open
economies over the whole period include the obvious cases of Hong Kong, and
Singapore but also, less obviously, Taiwan, Indonesia and Thailand. Chile is the
only Latin American economy in this category, whilst Botswana and Mauritius
represent Africa. The fully closed group includes the large South Asian
economies of India, Pakistan and Bangladesh, as well as Egypt, many countries
from sub-Saharan Africa and China. Given the very high rate of manufacturing
growth that has occurred in Korea and China, how they are classed in any com-
parison between open and closed groups will be important.’

Clearly since the early 1990s trade reform has continued at a relatively rapid
pace in many developing economies. Table 2.2 lists countries that went furthest

CuuDuongThanCong.com https://fb.com/tailieudientucntt


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

Avre there different paths to industrialisation? 25

Table 2.1 Country classification Sachs—Warner openness index

Fully open economies

Policy reversals

Late liberalisers

Fully closed
economies

1960-92

Barbados 1967-92
Botswana 1979-92
Chile 1976-92

Hong Kong 1960-92

Indonesia 1971-92
Jordan 1965-92

Malaysia 1963-92
Mauritius 1968-92
Singapore 1965-92
Taiwan 1963-92

Thailand 1960-92
Yemen 1960-92
Korea 1969-92

Bolivia 1960-74, 1985-92
Costa Rica 1960-61, 1985-92
Ecuador 1960-82, 1991-92

El Salvador 1960-61, 1989-92
Guatemala 1961, 1989-92
Honduras 1960-61, 1991-92

Jamaica 196273, 1990-92
Kenya 1963-67

Morocco 1960-64, 1984-92
Peru 1960-67, 1991-92

Sri Lanka 1977-83, 1991-92

Argentina 1991-92
Benin 1991-92
Brazil 1991-92
Colombia 1986-92
Gambia 1985-92
Ghana 1985-92

Guinea Bissau 1987-92

Guinea 1986-92
Guyana 1988-92
Mali 1988-92

Mauritania 1992
Mexico 1986-92
Nepal 1991-92
Nicaragua 1991-92
Paraguay 1989-92
Philippines 1988-92

South Africa 1991-92

Tunisia 1989-92
Turkey 1989-92
Uganda 1988-92
Uruguay 1990-92
Venezuela 1989-92

Algeria
Bangladesh
Burkina Faso
Burundi
Cameroon
Central African
Republic
Chad

China
Congo
Dominican
Republic
Egypt
Ethiopia
Gabon

Haiti

India

Ivory Coast
North Korea
Madagascar
Malawi
Mozambique
Myanmar
Niger
Nigeria
Pakistan
Rwanda
Senegal
Sierra Leone
Somalia
Tanzania
Togo
Trinidad
Zambia
Zimbabwe

Source: Adapted from Sachs and Warner (1995).

Note

Years shown are periods during which countries are classed as open.

in tariff reform (defined as those with the largest fall in average rates of import
tariff) between the mid-1980s and the late 1990s. This list therefore excludes
the obviously open economies and early liberalisers. However, it includes some
of the large closed economies from Table 2.1 such as Bangladesh, China, Egypt,
India and Pakistan, as well as a number of African economies, in reflection of

the tariff reforms that they have introduced.
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Table 2.2 Tariff reforming economies post-1985

Country Awverage import tariff Awverage import tariff late
mid-1980s (%) 1990s (%)
Argentina 215 11.0
Bangladesh 92.7 26.0
Benin 42.8 12.7
Brazil 45.8 11.5
Burkina Faso 60.8 28.5
Cameroon 32.0 18.1
Central African Republic ~ 32.0 18.8
China 38.8 20.9
Colombia 29.4 12.2
Dominica 31.9 15.0
Ecuador 343 11.7
Egypt 39.7 28.3
Ethiopia 29.6 16.3
India 99.4 38.3
Indonesia 279 13.2
Kenya 39.4 13.5
Nicaragua 22.1 10.7
Pakistan 69.2 41.7
Peru 45.0 13.3
Thailand 41.0 23.1
Uganda 25.0 13.0
Uruguay 33.7 9.6
Venezuela 31.1 12.7
Zambia 29.9 17.0

Source: Dollar and Kraay (2001) Table 2.

A question of considerable importance is whether an economy’s general
stance on trade policy can be linked with economic performance in general and
manufacturing performance in particular. Hence is it possible to assert that
through various routes trade reform improves economic activity in the aggre-
gate? The tests of this apparently simple proposition can be conducted at differ-
ent levels. A relatively unsophisticated approach requires grouping countries by
the stance of their trade policy and testing for differences in average perform-
ance. An influential use of this approach was in World Bank (1987), who
attempted to assess the response of different economies to the shocks of the
1970s on the basis of a classification of their trade strategy.

The results in Table 2.3 are not wholly convincing as the basis for judgement
on a particular strategy. Although a small number of outward-looking
economies, principally Hong Kong, Singapore and Korea (which is treated as
outward-looking here), performed well and equally a few inward-looking
economies performed poorly, setting aside these extremes the performance of
the two moderate groups was fairly similar and hence broad comparisons are
sensitive to the way individual countries are classified. As an updating and
extension of this exercise we use the groupings from Tables 2.1 and 2.2 to test
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Table 2.3 Manufacturing performance by trade orientation

Orientation Awverage annual growth of Awverage annual growth
manufacturing value added (%) manufactured exports (%)
1963-73 1973-85 1963-73 1973-85
Strongly outward 15.6 10.0 14.8 14.2
Moderately outward 9.4 4.0 16.1 14.5
Moderately inward 9.6 5.1 10.3 8.5
Strongly inward 5.3 3.1 5.7 3.7

Source: World Bank (1987: 83-87).

Table 2.4 Differences in manufacturing growth rates: average annual growth in value-

added mid-1980s to late 1990s*

Groupings % growth per annum
Fully open 14.2°

Policy reversals 4.3

Late liberalisers 4.4

Fully closed 3.1

Tariff reformers* 6.2

Source: Calculated from World Bank (2000).

Notes

a Period covered is 1984-86 to 1996-98.

b Significantly different from mean for all other groups.
¢ Countries covered in Table 2.2.

for differences in manufacturing growth rates. Table 2.4 shows clearly that for a
period from the mid-1980s to the late-1990s the fully open economy group grew
significantly more rapidly than all other groupings. The performance within the
fully closed group was very mixed and the average growth of 3% annually is a
mixture of a very high figure for China, some respectable growth rates for large
economies like India, Pakistan and Bangladesh and several negative figures
principally for economies in Africa.

A more rigorous approach in terms of econometric complexity involves large
numbers of cross-country regressions to establish an average pattern and to
identify deviations from it.> Recent developments in econometrics using panel
data allow the specific characteristics of individual economies to be included in
models that explain growth on the basis of a combination of factor inputs, an
economy’s starting point (as a proxy for its human capital development) and its
policy environment, particularly its openness to trade. The basic model under-
lying such studies is summarised in Chapter 3. The major difference between
studies of this type tends to be in the measure of trade openness that is applied,
since there is often little relation between alternative measures.’

Despite minor difference of technique and data, a number of studies concur
that openness to trade has a positive, although sometimes modest, impact on
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long-run income growth. For example, Dollar (1992) using a relative price
index as the explanatory variable for trade policy finds that, allowing for other
inputs, countries with a high level of the index, implying a high price distortion
and an inward orientation, tend to have lower economic growth.!® Similarly,
Edwards (1992) uses as a measure of openness an index of trade orientation
based on deviations from the expected pattern of foreign trade for a given set of
country characteristics. It is assumed that the greater the deviation from the
norm the more closed or restrictive will be trade policy. The index is statisti-
cally significant so that, allowing for other inputs, countries with a lower degree
of deviation from the expected trade pattern have a higher rate of growth.
Edwards (1998) extends the analysis to productivity growth rather than aggre-
gate income growth. Harrison (1996b) tests the robustness of the relationship
between economic growth and measures of trade policy by using seven different
variants of the latter. For several openness measures there is a statistically
significant association with economic growth. Similarly, Greenaway et al.
(1998) find that, once one allows for a time lag, economic growth is positively
associated with openness to trade. Sachs and Warner (1995) also find that their
openness index is positively associated with economic growth.

All these studies use a measure of trade policy to explain growth. However, it
has been pointed out that trade will be only one of a number of aspects of eco-
nomic policy, all of which may be influential, and measures of these different
aspects may also be closely correlated with whatever measure of trade policy is
applied. Omission of variables to capture the other aspects of policy will lead to
a biased result for the impact of the trade policy variable. To overcome this
problem an alternative is to examine whether countries’ geographic character-
istics, like size and distance from trading partners, which will be unrelated to
other aspects of economic policy, can explain growth of income across coun-
tries. In other words, if some trade can be explained purely in geographical, not
policy, terms does this component have an impact of growth? This is the
approach of Frankel and Romer (1999) who find that this purely geographical
trade variable has a positive, if only modestly significant, effect on growth.
Table 2.5 summarises the results of these various studies.

Whilst econometric results such as these, that rely heavily on imperfect
proxies for the underlying variables, are rarely conclusive, the unanimity of
results suggests that there is a real relationship between higher growth and a
trade policy of relative openness. What is less clear, and should remain the
subject of dispute, is the issue of causation. Does a liberal foreign trade policy
stimulate higher growth or does higher growth allow the relaxation of trade
controls and does poor growth lead to the re-imposition of trade restrictions?
Harrison (1996b) tests explicitly for the direction of causation and concludes
that both directions of causation are possible and that neither can be ruled out.
However, the Neoclassical literature, for reasons examined in Chapter 3, is
unanimous in arguing that the strongly expected causation runs from openness
to higher growth, rather than vice versa.!! Authors working from different per-
spectives are not so sure, for reasons we consider in Chapter 4.
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Author Period Measure of openness ~ Impact
Dollar (1992) 1976-85 Real exchange rate Lower distortion,
distortion. higher GDP growth.
Edwards (1992) 1970-82  Trade patterns index. Lower is deviation
from predicted trade
pattern, higher is
growth of GDP.
Harrison (1996b) 1960-87  Seven alternatives for For three out of seven,
trade protection. the lower is the measure
of trade protection, the
higher is growth of GDP.
Edwards (1998) 1960-90  Openness index. The more open the
economy, the higher is
growth of TFP in thirteen
out of seventeen cases.
Greenaway etal. (1998)  1979-91 Three alternative The more open the

Frankel and Romer (1999) 1985

measures of trade
reform.

Geographic measure
of openness to trade.

economy, the higher is
growth of GDP once
lag is introduced.

The more open the
economy, the higher is

growth of GDP.

Further, the precise link between manufacturing performance and trade lib-
eralisation also remains the subject of dispute. For example, whilst openness
measures may explain aggregate economic growth, they do not always work well
in explanations of manufacturing growth. Jalilian and Weiss (2000) find that
there is no significant relationship between openness (as measured by the
Sachs—Warner index noted on page 24) and growth in manufacturing. Studies
that consider trade reform and changes within manufacturing, both at the
sector and enterprise levels, are discussed in more detail in Chapter 3. However,
it should be noted that whilst in the literature there is evidence of positive
effects from a more open trade policy, it is clear that trade reform is only one of
a number of influences at work in determining productivity gains within manu-
facturing.

Although there can be no doubt that some export-oriented economies have
grown very rapidly post-1960, nor that countries that experience high export
growth find it easier to maintain a high growth of national income, one cannot
necessarily deduce from this evidence support for the generalisation that
outward-looking trade strategies are inevitably the most effective policy for all
developing countries at all times. The real issue is how best to stimulate the
long-run growth of non-traditional, manufactured exports. Does one do it
through a reform of the price system involving a competitive exchange rate
and the removal of various incentive biases against exports, hoping that
resources will move into export manufacturing in response to these incentives?
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Alternatively, does one aim to first promote a domestic manufacturing sector,
which over time can become sufficiently competitive to sell abroad, provided
incentives and support facilities are adequate? These are two different policy
scenarios; the first can be interpreted as a simple export promotion view where
potential exporters emerge in response to perceived profit opportunities, whilst
the latter involves a gradual shift from import-substitution to more balanced
policies. The possibility that there is a close link between initial import-
substitution and later export success is raised by interpretations of the East
Asian miracle that stress the role of limited government protection and export
targeting in the emergence of export success. We return to these questions in
subsequent chapters.

Dependent or non-dependent industrial policy

Whilst the benefits offered by globalisation have been stressed by many
observers in recent years within the Radical literature on economic develop-
ment, there is a long tradition that argues that the major obstacle to the eco-
nomic progress of developing countries is their dependent relationship with the
rich developed countries. These views are examined in more detail in Chapters
4 and 7, and here the aim is to consider whether it is possible to identify coun-
tries that can be said to have followed dependent industrial policies. The
concept of ‘dependence’ is itself both ambiguous and controversial, and can
have both economic and non-economic dimensions. The economic character-
istics of dependence in developing countries mentioned most commonly are
probably:

® 2 heavy penetration by foreign investment in the major sectors of the
economy;

the use of capital-intensive imported technologies;

consumption patterns of domestic elites copied from the rich countries;
‘unequal exchange’ in trade, defined in various ways;

growing inequalities in income distribution.

The first of these characteristics relating to the role of foreign investment by
transnational corporations (TNCs) is generally viewed as central to the cre-
ation and continuation of dependence, and therefore a major cause of the other
characteristics associated with dependence. TNCs are the representatives of
international capitalism and transfer capital, technology, management and mar-
keting techniques between countries.!? For the discussion here a dependent
industrial policy is taken to be one where the government concerned invites or
allows a heavy foreign involvement in industrialisation, through foreign direct
investment (FDI) by transnationals.

Unfortunately, although the concept of dependence has been used widely in
the Radical literature, it does not allow a comprehensive classification of coun-
tries, partly because of lack of accurate data on the magnitude of foreign
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involvement in many developing countries (which extends beyond simply
ownership of assets), and partly also because of the difficulty of determining
what size of foreign presence is sufficient to create a dependent industrial policy.
Critics of this approach have pointed out that, by the criteria of the share of
foreign firms in industrial activity, many of the developed economics would
appear to qualify for the description ‘dependent’, which appears paradoxical
given the role dependence plays in explaining economic backwardness. Never-
theless, given the attention that the role of transnationals has received in the
literature on industrialisation, it is necessary to summarise the data available on
their involvement, and to identify the countries that have relied most heavily
on foreign investment in manufacturing.

Role of TNCs

In terms of motivation for FDI it is now conventional to distinguish four types:

® resource-seeking (to exploit natural or human resources in the host
economy);

® market-seeking (to supply the host economy market by local production
rather than by exports);

e efficiency-seeking (to rationalise production on a global basis by sourcing
parts from the host economy);

e strategic asset-seeking (to acquire assets with particular advantages through
the acquisition of local firms from a host economy).

Prior to 1970 the primary and extractive sectors were the main focus for FDI in
developing countries. During the 1970s, however, there was a relative shift in
foreign investment towards manufacturing and services. For manufacturing,
much of this investment was market-seeking and reflected the aim of TNCs to
establish local production in the markets of higher income and rapidly growing
developing countries. In many cases, these domestic markets had been closed to
imports due to the protection associated with import-substitution trade policies.
Also some of this new foreign investment in manufacturing was efficiency-
seeking and reflected a shift in location for some of the more labour-intensive
aspects of the production carried out by transnationals. In this ‘sourcing’ invest-
ment TNCs established new production units with the explicit purpose of pro-
viding parts and components to sections of the corporation in other countries.
Therefore, this type of investment could contribute directly to an export-
oriented industrialisation programme. As noted in Chapter 1, sourcing invest-
ment has been carried furthest in electrical goods branches, particularly in the
production of electronic components. Also, recent years have seen a significant
growth in mergers and acquisition as industries are restructured globally in asset-
seeking foreign investment. Some of this has occurred in developing countries,
particularly in Latin America and East Asia. Within manufacturing the vast
majority of foreign investment assets are now held in Asia, particularly in East
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Table 2.6 Stock of foreign investment in manufacturing: by developing region (millions

US$)
1988 1997
Sub-Saharan Africa 940 862
Asia 42,192 555,587
Latin America and the Caribbean 26,518 32,549

Source: UNCTAD (1999b), Annex A.

Asia, as illustrated in Table 2.6. Africa still receives very little manufacturing
FDI in absolute terms.

Most analyses explaining foreign investment flows stress the role of GDP
levels, GDP growth, political stability and supporting infrastructure as key
factors. Also in many branches of manufacturing wage cost advantages remain
important. Hence, as with other indicators of industrialisation, the flow of FDI
in manufacturing has been very unevenly distributed between countries with a
clear tendency for those with a higher income to receive a disproportionate
share. This tendency to polarisation was heightened during the 1990s. Within
Asia the main recipients in the 1990s of total foreign direct investment were
China, Malaysia and Indonesia and in Latin America they were Brazil, Mexico
and Argentina."

In so far as foreign firm involvement implies dependence, one can gauge
overall dependence by the transnationality index developed by the United
Nations Conference on Trade and Development (UNCTAD). Using data from
the 1990s, this index is a simple average of four indicators on TNC involve-
ment. These are the ratios of FDI inflows to gross capital formation, FDI inward
stocks to GDP, value added by foreign affiliates to GDP and employment in
foreign affiliates to total employment. Unfortunately all of these figures are
totals and do not relate specifically to manufacturing. The ten most dependent
developing economies of the thirty for which data are compiled are, in order of
dependence, Trinidad and Tobago, Singapore, Malaysia, Hong Kong, Panama,
Costa Rica, Chile, Honduras, Indonesia and Colombia. Four of these economies
are part of the group of NIEs in Table 1.10. With the exception of Indonesia, all
are relatively small in market size and four are shown as fully open economies in
Table 2.1. Of these, Trinidad is classed as fully closed. On the other hand, the
ten least dependent economies by this measure in order of lack of dependence
are Korea, India, Turkey, Thailand, Saudi Arabia, Brazil, Barbados, Philippines,
Peru and Guatemala. Five of these are shown as NIEs in Table 1.10. They
include a mixture of large (Brazil, Korea, India) and small economies (Barbados,
Guatemala). In terms of trade policy, two, Korea and Thailand, are shown as
fully open in Table 2.1, and one, India, as fully closed. Most of the others
appear as either late liberalisers or countries with policy reversals. Hence the
transnationality index appears to bear little relationship to either the conven-
tional grouping of NIEs nor to the openness classification noted earlier, page 25.
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Table 2.7 Share of foreign-owned or affiliated enterprises in manufacturing in selected
countries (various years)

Employment (%) Gross value of production or
sales (%)
Brazil (1995) 13 -
China (1997) 4 -
Hong Kong (1994) 16 21
Indonesia (1996) 5 -
Malaysia (1994) 44 57
Mexico (1993) 18 -
Sri Lanka (1996) 54 -
Singapore (1996) 52 70
Taiwan (1995) 21 -
Turkey (1990) 3 8
Vietnam (1995) 15 -

Source: UNCTAD (1999b) Annex A.

Data on foreign investment in manufacturing alone is patchy, and Table 2.7
gives the share of foreign owned subsidiaries or affiliated firms in employment or
sales in selected economies. A major drawback of this data is that it is not clear
how foreign firms are defined, in terms of the share of equity needed to consti-
tute a foreign firm in the different countries. Nonetheless, the figures show a
striking degree of foreign involvement in several countries, so that the share of
foreign firms in total sales is 70% in Singapore and nearly 60% in Malaysia. In
Latin America only employment shares are available and, whilst substantial in
both Brazil and Mexico, they do not approach the levels found in some of the
smaller economies in the table, principally Sri Lanka and Singapore.

Foreign firms have also participated in the expansion of manufactured
exports from developing countries, and in some countries have come to supply
a major proportion of these exports.'* This is particularly the case in some
East Asian NIEs. Table 2.8 shows estimates of the share of foreign affiliates in

Table 2.8 Share of foreign affiliates in exports of manufactures: East Asia (various years)

Country Year Share of manufactured
exports (%)

China 1996 48
Hong Kong 1984 17
Korea 1986 26
Taiwan 1989 18
Malaysia 1992 76
Singapore 1991 92
Philippines 1983 58
Thailand 1988 33

Source: Hill and Athukorala (1998).

CuuDuongThanCong.com https://fb.com/tailieudientucntt


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

34 Are there different paths to industrialisation?

manufactured exports in various years. The key role of such firms in Singapore,
Malaysia, and now China, is clear, although the data for other countries are
much less recent.

In terms of the distribution of foreign investments between different man-
ufacturing branches, foreign investments in developing countries tend to be
greatest in the chemicals, machinery, electrical machinery and electrical goods,
transport equipment and food processing branches.”® Not surprisingly, foreign
firms often dominate production in recipient countries in the more sophisti-
cated capital-intensive manufacturing branches. The pharmaceutical branch of
chemicals is probably the clearest example of this, since in many developing
countries foreign firms provide over 80% of output. Foreign firms also tend to
have a high share of output in branches like electrical machinery, metal prod-
ucts, transport equipment — particularly automobiles — and chemicals in general.
However, it is difficult to generalise about transnational involvement in man-
ufacturing on the basis of simple dichotomies between light versus heavy indus-
try, or new versus mature products. Whilst there is evidence that transnationals
are particularly strongly represented in the technologically more complex
branches, it is also clear that in some countries in the past they were important
in some of the more traditional branches, like textiles, tobacco and paper. Fur-
thermore it is by no means inevitable that all complex manufacturing activities
need heavy direct foreign investment. For example, in India and Korea, two of
the countries in which domestic production of capital goods has advanced fur-
thest, until recent liberalisation government policy towards these branches
limited significantly the involvement of transnationals. Firms in both countries
relied heavily on technology transfer agreements and licensing rather than FDI
as a means of obtaining foreign technology. Hence in these countries, direct
transnational participation in capital goods production through either wholly-
owned subsidiaries, or through joint ventures where they have a majority
ownership, has been relatively low, in contrast, for example, with the situation
in Brazil and Mexico.

Large domestic groups and TNCs from developing countries

In some countries post-1960, large nationally-owned manufacturing firms
emerged, often as part of conglomerates with a variety of sectoral interests
including banking. These domestic groups themselves later undertook direct
investment overseas to become TNCs in a process, which appeared to run
directly counter to the dependency argument. Table 2.9 summarises data on the
fifty largest manufacturing enterprises in the higher income developing coun-
tries. The dominance of Korean groups is clear and the number of groups for the
East Asian NIEs would be increased if data on Hong Kong and Singapore had
been included. National private groups are less significant in Latin America,
where both TNCs and state enterprises play a proportionately greater role in
manufacturing.

The phenomenon of direct foreign investment by firms with a head office in
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Table 2.9 Distribution of fifty largest manufacturing enterprises by type and country

(1993)
Country* Groups® Specialised®  State owned ~ TNC affiliates  Total
Argentina 1 1
Brazil 1 2 4 7
India 1 2 3
Indonesia 1 1 2
Korea 26 26
Mexico 1 1 3 5
Taiwan 1 2 2 5
Thailand 1 1

Source: Amsden (2001) Tables 8.2a and 8.2b.

Notes

a Data on Hong Kong and Singapore are not given.

b Private sector groups with operations in more than one manufacturing branch.
¢ Private sector enterprises specialised in one branch.

Table 2.10 Top fifty TNCs from developing countries (1998)

Share in total foreign assets

Asia 65.7
of which PRC 8.8
Hong Kong 22.0
India 0.8
Korea 16.7
Malaysia 6.3
Philippines 1.5
Singapore 7.2
Taiwan 2.4

Latin America 28.2
of which Argentina 4.1
Brazil 1.6
Chile 34
Mexico 5.9
Venezuela 73

Africa 6.3

Total 100.0?

Source: UNCTAD (2000) Table 3.15.

Note
a Slight rounding error.

a developing country is not new, but the numbers of such firms have grown
rapidly since the 1970s, although their size is still small in relation to total
FDL!® As is to be expected, almost all of the large international firms from
developing countries come from the NIEs. Table 2.10 gives data on the fifty
largest transnationals from developing countries.

Although much of this investment is outside manufacturing, in activities like
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trade, telecommunications and construction, nonetheless these activities can be
interpreted as an important illustration of the depth of the industrialisation that
is taking place in the higher income developing countries. The first wave of FDI
from developing country firms commenced in the 1970s with investment by
firms from relatively protected home markets. Their advantages were seen as
lying principally in technological adaptation, that is the modification and appli-
cation of standardised technologies in ways that suited production conditions in
poor economies. The conventional view was that firms from developing coun-
tries could compete overseas using either smaller-scale, less modern and perhaps
more labour-intensive technology to that in use in developed economies. This
type of technology was seen as more appropriate for the market conditions of
other developing countries. In addition, since some relatively large conglomer-
ates or groups were involved, these new TNCs could obtain the benefits of scale
economies in finance, managerial and technical resources. This early FDI was
primarily market-seeking, in the sense that it aimed to supply goods for the
domestic markets of the host economies and was often motivated by the need to
avoid import barriers against direct exports from the home economy.

Whilst this interpretation may have been valid in the 1970s and early 1980s
to explain advantages, for example of Indian firms in other South Asian or
African markets, it is clearly inadequate to explain the second wave of FDI by
firms from NIEs. Since the second half of the 1980s, firms from these economies
have been investing heavily in a range of locations, both in lower-wage devel-
oping economies and in Europe and North America. The prime movers here
have been firms from Hong Kong, Singapore, Korea and Taiwan — the original
first tier NIEs — and this burst of FDI is no doubt related directly to their accu-
mulation of economic competitiveness. The industries involved tend to be
relatively sophisticated technologically and here FDI reflects the advantages
derived from the growing technological capability these firms have achieved in
these sectors. Overseas investment in developed country markets is both
market-seeking to exploit this technical advantage through local production
rather than foreign trade and to acquire strategic assets through the acquisition
of firms from developed economies. For example, Samsung and Hyundai
(Korea) and Acer (Taiwan) have made major acquisitions of electronics firms
in many higher income economies. In addition, there has been a regional focus
to much of this FDI with firms from the East Asian NIEs investing in other
countries in the region, such as Vietnam or the Philippines, to take advantage
of lower wage costs there. The interpretation is that TNCs from the NIEs have
begun to behave very similarly to TNCs from developed economies.

The 1990s also saw the re-emergence of significant FDI by Latin American
transnationals. This was primarily by local groups from Mexico, Argentina,
Chile and Brazil, who aimed to internationalise their production in response to
the highly liberalised trading and investment environment in the region. The
advantages of such firms are said to lie more in management and finance than in
technological upgrading, so they are active principally in the technologically
more mature branches of manufacturing, for example transport equipment,
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engineering, food and drink, cement, steel and glass, which is a major contrast
with firms from the East Asian NIEs. The bulk of this FDI is within Latin
America and the motive is principally market-seeking to supply regional
markets with local production rather than through foreign trade, although there
are instances of acquisitions for the assets and expertise of the firm concerned.
Here FDI to exploit low labour costs is also relatively rare.!”

FDI and economic performance

In terms of trade classifications, as noted earlier (page 23), it appears that there
is no direct link between dependence in industrial policy, as defined by the
degree of transnational involvement, and inward- or outward-looking trade
policies. For the 1970s and 1980s, several of the inward-looking economies,
such as Brazil and Mexico, relied heavily on manufacturing foreign investments,
whilst others, particularly India, did not. For the outward-looking group
reliance on transnationals has varied; taking the ‘Gang of Four’, for example,
transnationals have played a much more important role in Singapore than in
the other three countries. It does not seem possible therefore to link dependent
industrialisation, defined in this way, simplistically with a particular trade strat-
egy. However, since the second half of the 1980s it has become increasingly
common for manufacturing foreign investment to be aimed at export rather
than national markets, in part in response to the trade liberalisation that has
occurred in many countries.'s

Many studies consider whether a link can be established between a measure
of dependence and economic performance. As noted earlier, probably the most
common quantitative indicator of dependence is some measure of transnational
corporation involvement in an economy, such as the UNCTAD transnational-
ity index. A large number of studies, for example, test for a statistical relation-
ship between transnationals’ penetration of an economy and growth in national
income.!”” A common finding is that high foreign investment inflows are gener-
ally associated with high rates of economic growth, with the possibility of dual
causation, both from foreign investment to growth and from growth to more
investment inflows in response to profit opportunities in an expanding market.
The evidence on causation is sufficiently ambiguous to allow for the possibility
that under different country circumstances either direction is possible. However
there is also evidence of a threshold effect at work, which implies that a country
has to achieve a minimum level of absorptive capacity, for example in terms of
human resources, technological capability or general macro economic compe-
tence, before it can benefit from foreign capital inflows.

For example, Blomstrom et al. (1994) test for a relation between FDI share in
GDP and GDP growth per capita. They find a significant positive relationship
across developed economies. When the developing country group is divided by
income level it is only within the higher income half of the group that such a
positive relationship is found. The importance of a minimum education level to
benefit from FDI was highlighted by Borenzstein et al. (1998). Similarly, Lipsey
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(2000) introduces lagged relations between FDI inflows and growth and finds
that the FDI to GDP ratio in one year is positively and significantly related to
GDP growth in the following year. However, the strength of this effect is
related to country circumstances, since when the FDI inflow is combined with a
measure of the level of schooling of the population, the overall explanatory
power of the analysis is improved.

The importance of the policy environment for the impact of FDI on eco-
nomic performance is demonstrated by Balasubramanyam and Sapsford (1996).
Using a production function model with foreign capital as a separate factor of
production, they show that when their sample of forty-six developing countries
is split into those following closed (import substitute) and open (export promo-
tion) trade policies that the coefficient on the foreign capital variable is both
significant and positive for the latter group, but insignificant for the former. In
other words, foreign capital appears to contribute positively to growth in the
more open (and, by implication, more competitive) economies, whilst having
no discernible impact on growth in the more closed (and, by implication, less
efficient) economies.?

This evidence addresses the link between FDI and economic growth in
general rather than between FDI and manufacturing performance. Nonetheless,
given the normally close relation between growth of national income and man-
ufacturing, reported in Chapter 1, the expectation is that similar relations apply
and that FDI has been one of the driving forces of manufacturing growth in
countries with a critical minimum level of absorptive capacity. Clearly not all
developing countries have benefited significantly from FDI inflows, but a narrow
dependency interpretation of poor countries drained of resources by large global
corporations is now difficult to sustain. However, in the past, some countries
have chosen to stress their independence from world market forces as part of a
socialist (or nominally socialist) strategy of development, which involved
significant restrictions on the access of TNCs to domestic markets. We consider
this path to industrialisation below.

Socialist industrial policies

The data considered up to this point have not distinguished between countries
on the basis of socioeconomic system, whether capitalist, socialist or a form of
‘intermediate regime’, and have been confined largely to capitalist developing
countries. One might expect that policies in socialist economies would differ
significantly from those in capitalist economies with a similar income level and
resource endowment, and in the period from 1960 to the late 1980s there were
a number of countries in which government rhetoric implied a socialist pattern
of development as a central objective.

In considering which developing countries might qualify for the classification
of socialist, it is clear that measures of the degree of public sector involvement
in economic activity, for example in terms of its share in new investment or in
manufacturing output, are inadequate on their own. For example, World Bank
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(1993b) brings together such data for a number of developing countries, and in
the period from the late 1970s to early 1990s, by this type of indicator, a relat-
ively significant role for the public sector is identified in several, such as Algeria,
Burundi, Congo, Egypt, Tunisia, and Turkey, that many would feel were far
from socialist judged by the practice of their political regimes. In addition, the
official statements of governments are also of little value in assessing the social
base of their support and the overall direction of their policies. Most observers
rely on judgement rather than on objective tests of socialism when attempting
this type of classification. Table 2.11 summarises one attempt, based on policies
and practice up to the early 1980s. This employs the concept of an ‘intermedi-
ate regime’ to cover a relatively large number of ambiguous cases. These can be
seen as regimes where the power of large private capital had been weakened
very substantially and where state officials, often with the support of lower
middle-class groups, played a major role in directing the economy. Socialism in
the sense of full public ownership and widespread working class or peasant
involvement had not been attained.?! This classification of countries was never
acceptable to all, and is reproduced here as a reminder that up to relatively
recently a number of developing countries were widely seen as socialist and
their performance vis-a-vis capitalist economies of a similar type was contrasted
in serious comparative studies.?

Table 2.11 Classification of socialist and socialist intermediate developing countries
(early 1980s)

Socialist countries Socialist intermediate regimes

Middle-income Middle-income
Albania Algeria
Angola Iraq
Congo Libya
Cuba Nicaragua
North Korea Yugoslavia
Mongolia Zambia
Romania Zimbabwe
Yemen P.D.R.

Low-income Low-income
Afghanistan Burma
Benin Guinea
China Madagascar
Ethiopia Somalia
Kampuchea Tanzania
Laos
Mozambique
Vietnam

Source: White (1984) Table 1.

Note
Countries on which White is doubtful — Syria, Tunisia and Sudan — have been omitted.
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The list in Table 2.11 reveals a wide diversity, with some countries, particu-
larly Benin, Ethiopia, Somalia, Tanzania, Burma and Mozambique where little
industrialisation had taken place. In others, however, particularly Romania,
Yugoslavia, China and North Korea, both socialism and industrial development
have a longer history. However the collapse of the Soviet Union and the shift-
ing political orientation of elites in these countries, combined with external
pressure for policy change arising from the conditionality imposed by inter-
national agencies, has meant that the list in Table 2.11 no longer even loosely
reflects the contemporary situation. Of the countries identified as either socialist
or intermediate regimes in the 1970s and early 1980s, now probably only China,
North Korea, Vietham and Cuba would be classed by most observers as falling
into this category. Further apart from North Korea, the economic policies in the
other countries have changed significantly over this period with significant
moves towards both greater use of markets as a means of resource allocation and
divestiture and privatisation of state industrial enterprises.?’

In terms of industrial policies, there was always a significant diversity within
the grouping of socialist developing countries, although it is clear that industri-
alisation can be expected to have a key role in a socialist economic strategy.
Industrialisation was seen not only as a means of raising material living stand-
ards, but in addition as a way of reducing dependence on foreign trade and a
hostile external environment, and of extending the political base of a regime
through the creation of an industrial proletariat. In the early post-1945 period,
the Soviet model was highly influential, with the path to industrialisation
viewed as that marked out there in the 1920s and 1930s. This inward-looking
industrialisation, with a strong emphasis on the production of domestic capital
goods, was a characteristic of the industrialisation programmes of the majority
of socialist developing economies in the 1950s and 1960s. This pattern created
high growth in some countries, most notably in China, but at the same time
created costs and inefficiencies that received increasing attention during the
1970s. The list of alleged inefficiencies included lack of access to modern
technology, high cost and low quality production by international standards,
imbalances between consumer demands and domestic supplies, and a scarcity of
foreign exchange. There is a similarity here with many of the arguments on the
inefficiencies of import-substitution industrialisation in capitalist developing
countries, and similar issues appear to have been debated in the context of
socialist planning with some differences of emphasis and terminology. In China
and Vietnam the policy response to these arguments has been moves towards
trade liberalisation, a far more open policy on foreign technology and invest-
ment, and a shift towards greater use of markets as a means of allocating
resources. Changes in North Korea have been far slower.

The small, poor socialist economies in Central America and Africa always
relied heavily on traditional exports and concessional support from the Soviet
bloc to provide foreign exchange. At various times this group included Cuba,
Nicaragua, Angola, Mozambique and Ethiopia. Here the small size of the
domestic market and the general poverty of the countries meant that large-scale
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industrialisation programmes to establish integrated industrial sectors in these
economies were largely inapplicable. Scarcity of foreign exchange was a key
constraint and the traditional export sector continued to play a major role to
allow the imports of plant and equipment necessary to restructure the economy.
Of these countries now Cuba remains alone in maintaining its nominal alle-
giance to socialist ideals, although again there have been moves to open the
economy to foreign trade, foreign investment and in particular tourism.
Whether such economic change is compatible with existing socialist political
systems is open to much debate with many feeling that in countries like China,
Cuba and Vietnam a move from socialism to a form of liberal political pluralism
is, if not inevitable, then very likely.

However, it must be stressed that, despite past practice, there is nothing
inherently contradictory between avowedly socialist regimes using the market as
a means of resource allocation. It was the Stalinist command economy model of
central planning that provided the blueprint for planning systems in several of
the socialist developing economies. Other elements of the socialist tradition,
such as the brief period of the New Economic Policy in the early 1920s in the
Soviet Union and the theoretical academic literature of the 1930s associated
with optimality under public ownership, allow for the functioning of market
relationships between enterprises, consumers and workers. The qualifications
necessary to maintain a socialist dimension are that markets are used to achieve
democratically determined public goals, that any undesirable distributional
changes created by this reliance on markets are compensated for by government
interventions and that public ownership is retained in critical sectors (the so-
called ‘commanding heights’ of an economy).

At one point it appeared that socialist industrialisation might have turned
Marx on his head by succeeding in relatively backward and peripheral contexts
and emerging as an historical substitute rather than as an historical successor to
capitalism. This claim now appears hollow given the shift in direction in recent
years.” On the contrary the weak performance of socialist industrialisation
whether in Africa (Angola, Mozambique), Central Asia (in many ex-Soviet
Republics), Central America (Cuba, Nicaragua) or East Asia (Vietnam, North
Korea) is well known. There is strong evidence that closed economies tend to
foster obsolete technology and high cost activities and the only successful
socialist industrialisation in a development context has occurred in China after
its reform initiatives commencing in the late 1970s, which led to decentralisa-
tion of many decisions to enterprises, the development of market relations and
ultimately an opening to the world market. The socialist path as practised up to
the mid-1980s has been abandoned virtually everywhere and, whilst unreformed
political systems may remain in power in a few countries, economic reforms in
those economies are generally seen as positive steps necessary for improvements
in material wellbeing.

In the unambiguously non-socialist developing countries, state enterprises
were used to channel public funds to the manufacturing sector, principally
in the heavy branches of industry characterised by high levels of capital
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investment and hence relatively high levels of risk for the private sector. Public
ownership in lighter consumer goods industries was most common in economies
with only a small private sector, for example in parts of Africa, where the
alternatives were seen as either public investment or investment by foreigners,
often from minority, that is Asian, ethnic origins.”’ These initiatives were often
not ideologically driven but reflected the need to boost industry where private
investment was not forthcoming.

Even in the early 1990s, manufacturing state enterprises remained important
in petroleum-based activities, iron and steel and some heavy machinery activ-
ity.?® The efficiency of such enterprises and their alleged drain on public sector
finances received very considerable attention in policy debates and most devel-
oping countries embarked on privatisation programmes in the 1990s, with
manufacturing enterprises often the first candidates.?” Hence in the vast major-
ity of developing countries, state-owned manufacturing enterprises are becom-
ing increasingly rare and industrial initiatives are seen primarily as the preserve
of the private sector.

Conclusion

This chapter has considered different perspectives on industrial policy in devel-
oping countries, and discussed how individual countries may be classified on the
basis of their policies. In the period since 1960 a relatively small number of
developing countries have performed extremely well in terms of growth of both
GNP and industry. Up to the early 1970s, it was not easy to distinguish between
countries within this group on the basis of trade policy, but in the turmoil of the
1970s an outward-looking sub-group, whose performance was strongly influ-
enced by the first-tier NIEs, appears to have done considerably better than the
inward-looking economies. Since then a follower group of second-tier NIEs
from the same region have also had significantly high rates of economic growth.
Relatively closed, often highly distorted economies have not, in general, done
well in growth terms. FDI has appeared to be an important engine for growth in
some countries, principally those where the mix of policy and the education
base is supportive. Socialist strategies of industrialisation have now largely been
abandoned in favour of a more open, market-based alternative driven by private
capital.

In terms of the title of the chapter, it appears that there is only limited scope
for choosing different paths to industrialisation. The desirability of de-linking
from the world market by restricting trade and capital flows and thus bypassing
the process of globalisation was once advocated as a plausible option. Today
this appears highly unrealistic given the need for both foreign finance and
technology. Also whilst public ownership in a socialist path to industrialisation
cannot be ruled out in principle, recent practice suggests that the state in devel-
oping countries lacks the capacity to provide the material base necessary for a
socialist transformation of these societies. The implication is that the goal of
sustained economic growth will require developing countries to participate in
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the process of globalisation that accelerated rapidly in the last quarter of the
twentieth century. Nevertheless, despite this broad conclusion, legitimate areas
of dispute remain in relation to specific policy issues. The purpose of the chap-
ters that follow is to explore the theoretical arguments that underlie different
analyses of industrial performance and policy.
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3 Neoclassical orthodoxy
dominant

In contrast with the early literature on industrialisation which we discuss in
Chapter 4, a clearly defined and logically consistent alternative view became
increasingly influential during the 1970s and became the dominant perspective
by the early 1980s. This is what is conventionally termed the Neoclassical
perspective or paradigm, which essentially brings the tools of conventional eco-
nomic analysis to bear on the problem of development. Little (1982), one of the
foremost authors of this school, defined its key characteristic as a belief in the
importance of the price mechanism and of the role that market forces can play
in development policy. Little’s explanation of ‘the Neoclassical vision of the
world’ is worth quoting, since it provides a clear statement of the Neoclassical
position in the development context:

a Neoclassical vision of the world is one of flexibility. In their own or their
families’ interests, people adapt readily to changing opportunities and
prices, even if they do not like doing so, and even though they may take
their time. Businesses pursue objectives roughly consistent with the
assumption that they maximize risk and time discounted profits. ... There
is usually a wide variety of ways of making things such that production
methods can be expected to shift when input prices change. Demand
schedules are consequently curves, neither kinked nor vertical. Supply
schedules are also smooth and rarely vertical. Although demand and supply
always depend to a greater or lesser extent on expectations of an uncertain
future, nevertheless most markets usually tend to achieve an equilibrium
without wild price fluctuations. In short the price mechanism can be
expected to work rather well.!

The paragraph that follows this quotation makes it clear that the possibility that
markets may also fail to work effectively in some circumstances is not ruled out.
However a focus on the effectiveness of the market mechanism as a means of
allocating resources is a central tenet of this approach. Coupled with this is also
an emphasis on the potential gains from participation in world trade, and the
cost to developing countries of neglecting the trade option.

The Neoclassical approach to industrialisation has strongly influenced gov-

CuuDuongThanCong.com https://fb.com/tailieudientucntt


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

Neoclassical orthodoxy dominant 45

ernments and international agencies and, in recent years, has come to be linked
with the broader stabilisation and adjustment programmes applied in many
developing countries. The reforms introduced as part of such programmes aim
not only to allow markets to function freely, but also to control inflation, pri-
marily by monetary policy and in general to reduce substantially the share of the
state in economic activity.’

Here two issues are the primary focus of attention. The first is the argument
that government intervention stifles the operation of markets and contributes
to an economically inefficient form of industrialisation, hence the recommenda-
tion to leave as much as possible to the market, in a ‘market-friendly’ industrial-
isation strategy. The second is the view that, in relation to trade, past policies
associated with import-substitution have reduced export growth, ignored
specialisation on the basis of comparative advantage and created significant
misuse of resources. Since the concept of economic efficiency underlies much of
this analysis, it is necessary initially to clarify what is meant in this context.

Economic efficiency

Efficiency is an ambiguous concept, since it must be related to performance in
the achievement of particular objectives. Theoretically the problem of multiple
objectives must be overcome by placing weights on each objective, so that the
total contribution of an activity to the overall set of objectives, termed the
‘objective function’, can be assessed. The Neoclassical literature focuses primar-
ily, but not exclusively, on the objective of utilising existing resources so as to
create the maximum possible national income; what is generally referred to as
the ‘objective of allocative efficiency’. Efficiency in this sense, therefore, refers
to the effectiveness of given resources in creating output and thus income.
Additional objectives such as the growth of income over time, or the distribu-
tion of the benefits of growth, often via additional employment, can be allowed
for, at least in principle. However, the most common use of the term efficiency
is in the allocative sense.

As has been stressed, the defining characteristic of Neoclassical analysis is its
emphasis on markets as a means of allocating resources. The argument is that
with a few well defined exceptions, if left to operate freely, markets will create a
more efficient allocation of resources than would government interventions.
The theory underlying Neoclassical policy discussions of industrialisation can
be illustrated using a simple two commodity model of foreign trade.

We consider an economy producing two goods, A and B, both of which are
internationally tradable. The combinations of A and B that can be produced
from given domestic resources are shown in Figure 3.1 by the concave curve AB,
termed the production possibility frontier, and drawn assuming increasing unit
costs. Potentially, allocative efficiency can be achieved when production takes
place at any point of this curve, since a given quantity of resources will be pro-
ducing the maximum possible output. The economically efficient combination of
A and B will depend upon the relative prices of these commodities. Relative
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domestic prices are shown in Figure 3.1 by the price line DD. It can be
demonstrated that under perfectly competitive conditions, with given resources,
domestic production will be at point P; where DD is a tangent to AB. At this
point in technical terms the marginal rate of transformation in production, given
by the slope of AB, equals the ratio of the two prices. In other words, the ratio of
the cost of producing an extra unit of each commodity is equal to the ratio of the
price of each commodity. This is allocatively efficient, in that production of one
good cannot be increased without reducing that of the other. Costs in this case
will be opportunity costs, that is output lost elsewhere. The cost per unit of A is
therefore the output of B foregone by producing an extra unit of A.

The possibility raised by international trade is reflected in Figure 3.1 by the
introduction of an international price line II, which will differ from the
domestic one where there is non-uniform tariff or quota protection. In other
words, where the ratio of domestic prices for A and B differs from the inter-
national ratio, the efficient exploitation of trade possibilities requires that
domestic production shifts to P,, where the marginal rate of transformation in

units of
good B

units of good A A

Figure 3.1 Two-commodity model representing allocative efficiency under trade.
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production equals the international, rather than the domestic, price ratio. In
this example, output of A is contracted whilst that of B is expanded, implying
that the country’s comparative advantage lies in the latter. Allocative efficiency
is increased by this move, since the country, whilst producing at P,, can trade
along the international price line II, and obtain any combination of A and B
along that line. The actual combination chosen will depend on demand con-
ditions, but there is the potential to obtain more of A and B than would be pos-
sible before trade. For example at C, the levels of A and B consumed are higher
than at P, where they are supplied from domestic production alone. For the
given amount of domestic resources, therefore, trade has allowed more of one
commodity to be obtained without less of the other.

This simple model has been used to support various important propositions,
including the following:*

e that a perfectly competitive domestic market can achieve an efficient allo-
cation of resources;

e that no trade is an inferior strategy to free trade;

® that once trade commences, decisions on what to produce can be divorced
from decisions on what to consume;

e that relative international prices should be used to guide domestic produc-
tion for traded or tradable commodities;

e that the relevant domestic costs for assessing efficiency are opportunity
costs that can be defined in relation to international trading opportunities.

The criteria from the Neoclassical literature used to assess economic efficiency
in production draw heavily on these propositions. In particular, it is argued that
internationally traded goods should be valued at their world prices, and non-
traded goods and labour at their opportunity costs. However, the model as
stated here is clearly a major simplification of reality, and any applied criteria
used to judge economic efficiency must attempt to overcome these simplifica-
tions. Several simplifying assumptions can be noted, since they have important
implications for the use of efficiency criteria.

First, as stated here, the model makes the ‘small country assumption’ for the
economy concerned. In other words, world prices are given exogenously and are
not influenced by the economy’s level of imports or exports. Where this
assumption does not hold, the ‘optimum tariff’ case for protection becomes rele-
vant, as a country improves its terms of trade by imposing taxes on imports or
exports. As far as the logic of the model is concerned, economic efficiency
requires the equality of the marginal rate of transformation in production with
the marginal, and not the average, international price ratio. In this situation,
therefore, it should be per unit marginal import costs and export revenues that
allow for the impact of price changes on the quantities currently purchased or
supplied, that should guide decisions on domestic production. However, relat-
ively few developing countries will influence world prices and this qualification
remains largely of theoretical interest.
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Second, of considerably more practical consequence is the fact that, in prob-
ably the majority of markets in developing countries, conditions far removed
from those of a perfectly competitive market will prevail. In addition to govern-
ment interventions, domestic factors may be immobile, production may be
dominated by a small number of oligopolistic firms, external effects may be
important and information on market opportunities may be lacking. The exist-
ence of non-competitive market conditions implies that there will be two
domestic cost structures; one for individual producers, often termed ‘private
costs’, and another for the whole economy, what we term ‘economic costs’. The
domestic private marginal rate of transformation will differ, therefore, from the
economic rate and efficiency requires that it is the latter that is equated with
the international price ratio.*

The theoretical problems posed by these ‘distortions’ or deviations from
perfect competition were considered at length in the international trade theory
literature. The case had been argued that such deviations from competitive con-
ditions provided a rationale for departures from free trade, in the form of tariff
or quota protection. For example, if labour market distortions meant that the
private cost of employing a worker exceeded their economic cost, it was argued
that this provided a justification for raising the profitability of domestic industry
through protection to offset its disadvantage in labour costs. However, the con-
clusion to emerge from these debates was that, theoretically, deviations from
perfectly competitive conditions do not provide a justification for protection per
se, since tax-subsidy measures are a more effective means of offsetting distor-
tions. The logic of the argument is that, whilst tariffs or quotas might counter
some of the effects of distortions arising from non-competitive domestic
markets, they would introduce additional costs of their own, in terms of devia-
tions between domestic and world prices for traded goods. The ‘first-best’ solu-
tion is a set of taxes and subsidies aimed as directly as possible at removing the
distortion concerned.” However, whilst non-competitive domestic markets may
not invalidate the theoretical conclusions of the model in terms of the superior-
ity of free trade, they do mean that prevailing domestic prices in these markets
are no guide to economic costs. This provides the rationale for estimating eco-
nomic or ‘shadow’ prices for commodities and factors as a guide to the economic
efficiency of new activities.® Economic prices must be applied to estimate the
economic costs of domestic production, and efficiency requires that it is relative
economic costs that are equated with world prices.

The third area of simplification relates to the omission of non-traded goods.
Non-traded goods can be interpreted as commodities which an economy
does not trade internationally, and whose prices are unaffected by world
market trends. The introduction of non-traded items raises both theoretical
and practical difficulties. For these goods decisions on what to produce
cannot be divorced from those on what to consume. Furthermore production
decisions cannot be guided by world prices, since there is no relevant
world price for these items. The economic valuation of these goods requires ref-
erence to domestic market conditions, either in production or consumption,
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which is often the most difficult aspect of the application of economic efficiency
criteria.

Finally, and perhaps most significantly, there are a range of dynamic argu-
ments not allowed for in the simple static formulation of this trade model. The
most important of these relate to learning and technical change over time.
There is no guarantee that the activities in which a country has a current com-
parative advantage (B in this case) will be those where these dynamic effects are
most significant, so that a policy that focuses only on short-term cost considera-
tions need not be in the longer-term interests of the economy. The Neoclassical
approach treats these dynamic arguments as further instances of market failure
or non-competitive conditions; if producers do not move into dynamic activ-
ities this may be due to the fact that they do capture all of the gains, an example
of externalities in production arising over time, or due to their lack of foresight,
an example of information failure. The first-best policy recommendation is
therefore that these should be handled like all other distortions by tax-subsidy
measures. This would imply either using a subsidy to encourage firms to shift
into activities with greatest dynamic potential or improving information dis-
semination on market opportunities.

Trade liberalisation and Neoclassical theory

Given its emphasis on the benefits of freeing trade from various tariff or quota
restrictions, it is not surprising that Neoclassical theory provides the rationale
for the trade liberalisation in most developing countries discussed in Chapter 2.
Barriers to trade in the form of quotas or tariffs will create a divergence between
domestic and world prices. This means that, under protection, domestic produc-
ers and consumers will be responding to the ‘wrong’ or distorted set of relative
prices for different items. In the logic of the model this means that gains gener-
ated by the possibility of specialisation following comparative advantage are lost
and real income is lower than it otherwise would be. Trade liberalisation in the
sense of moving relative domestic prices closer to relative world prices will
improve real income as resources shift in the ‘right’ direction to more efficient
uses. This is illustrated in Figure 3.1 by a movement along the production possi-
bility frontier in response to a change in relative prices induced by trade reform.
If an economy starts with protection it will be at point P, and full trade liberal-
isation will result in a move to P,. Alternatively if trade reform is partial, so
some tariffs or quotas remain, welfare can still be improved if the domestic rela-
tive price line is moved closer to the world price ratio than in the pre-reform
case. The gain arises from the fact that, whilst prior to reform production was at
point P;, with partial reform it shifts to a point which is closer to P, than was
the original production point P; and this shift implies greater specialisation in
the comparatively more efficient product B.

This conventional resource re-allocation gain from liberalising trade requires
the assumption of perfect resource mobility so that producers can shift effort-
lessly between alternative activities. In practice instant adjustment is extremely
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unlikely and there will be adjustment costs, for example if resources shifting out
of A cannot be absorbed immediately in B. Further, allocative gains arising from
resource reallocation will be once-for-all and will cease once domestic relative
prices accurately reflect trade opportunities. Empirical estimates of the alloca-
tive efficiency gains of this type have typically been only a small proportion
of national income. Figure 3.2 illustrates the so-called ‘welfare triangles’ that
are the costs at a micro level associated with the allocative losses arising
from protection. The figure refers to a protected domestic market with a tariff
of t which creates a domestic price Pd, of Pw +t, where Pw is the equivalent
world price and t is the effect of the import tariff. At this price in the
domestic market, domestic supply is OQ); and imports are Q,D,. The gross eco-
nomic cost of the tariff is PAABPw, since domestic use of the protected good
falls by DD,. However of this, the rectangle EACF is revenue to the govern-
ment from the import tariff and PdEGPw is surplus income to protected
domestic suppliers. Hence the net cost is the two relatively small triangles EFG

and ABC.

Pd ........

Pw ‘\

o Q o) D, D

Figure 3.2 Static welfare cost of protection.
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The more interesting question relates to the dynamic or long-run cost of pro-
tection. In other words, can we state with confidence that due to protection an
economy will have a lower growth of productivity and hence income over time?
This is more controversial since the theory as set out here is essentially short
run and the gains from freer trade set out above are once-for-all rather than
cumulative. However the more recent Neoclassical perspective on economic
growth incorporates technical change and the impact of the policy environ-
ment on technical change. In other words, the negative link between protec-
tion and economic growth is that, in a relatively closed or protected economy,
enterprises will be both less aware of technical change internationally and will
have less incentive to adopt best practice innovation. This argument is set out
more formally below.

Endogenous growth models

A specific strand of Neoclassical analysis relates to the study of growth. In the
conventional Neoclassical growth model economic growth is determined by the
growth of labour and capital inputs plus the impact of technical change.” For-
mally, in its simplest version the standard Neoclassical growth equation can be
written as:

Y =A(t).(K' L% (3.1)

where Y is national income,

K is the stock of capital

L is the labour supply

and A denotes the stock of public knowledge on technology,
with (t) signalling A is a function of time.

Equation (3.1) is based on assumptions of perfect competition and a reflects
the share of wages in national income, so that (1 —a) is the share of capital.
Technical change is given exogenously, unexplained by the model itself.

Equation (3.1) can be rewritten in per worker terms, where L is number of
workers and:

y=Y/L (or income per worker)
k=K/L (or capital stock per worker).

Using growth rates denoted by d we can express the growth of income per
worker as:

dy=(1—a)dk+dA (3.2)
Equation (3.2) states that income per worker grows at a rate equal to the growth

of the capital-labour ratio (k) multiplied by the share of profits in national
income (1 —a) plus the rate of technical change (dA). Hence the income
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growth due to technical change can be defined as the growth of income per
worker minus the term (1 — a)dk. This forms the basis for analyses of total factor
productivity growth (that we discuss later in this chapter), where the latter is
treated as the unexplained residual growth that cannot be accounted for by
growth of labour and capital inputs, which are reflected in dk. Hence, by
rearranging equation (3.2), total factor productivity growth is:

dA=dy— (1 —a)dk

‘New’ or endogenous growth theory modifies the conventional Neoclassical
analysis by treating technical change as a variable to be explained within the
model rather than given exogenously. Once one allows for this, technology will
not be freely available to all economies, but more realistically its level will differ
between economies and will be a function of variables such as past investment
either in physical capital or human capital, research and development activity,
or economic policy. As a simple illustration in the spirit of endogenous growth,
we can modify equation (3.2) so that

Yj = A(R).(Rj,Kj,Lj) (3.3)

Where, as before, Y, A, K and L are income, technical change, capital and
labour inputs, and the subscript refers to individual firm j. R is total research and
development activity in the economy and Rj is research and development activ-
ity by firm j.

In equation (3.3) output in firm j is a function of research, capital and labour
inputs from the firm itself (signified with subscript j) and the stock of public
knowledge A, which depends on the collective research and development activ-
ity of all firms R. National output Y is now an aggregation of the output of all
firms. Research expenditure by individual firms creates an external benefit for
other firms via knowledge creation through the term A. The existence of such
externalities is the theoretical means of justifying continued growth in the face
of diminishing returns to individual factors.

This discussion may appear highly abstract, but it has an important policy
dimension, since it gives a theoretical basis for the key dynamic element of the
Neoclassical analysis. This is the argument that, in a competitive market
environment that is open to international trade, the incentive to invest in
knowledge creation and to innovate will be maximised. In this view, the main
costs of import tariffs and controls are not in terms of inefficiency in the alloca-
tion of existing resources (the triangles in Figure 3.2), but in the barriers to
innovation and the development of new products that they create. In terms of
Figure 3.1, by this argument, the true costs of distortions are not to be found in
the comparison between the combination of existing or ‘old’ goods A and B, but
rather between the actual combination of A produced under protection and the
combination of ‘new’ goods arising from product innovation not shown in the

CuuDuongThanCong.com https://fb.com/tailieudientucntt


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

Neoclassical orthodoxy dominant 53

diagram that would be available in the long-run under a liberalised trading
policy.®

The argument can be extended by incorporating foreign trade into equation
(3.3). Now A, the stock of public knowledge, depends not just on national
research expenditure, but also on the speed of technological ‘catch-up’ by a
particular economy relative to international best-practice. Openness to foreign
trade and markets then becomes a determinant of the inflow of knowledge and
hence provides a dynamic link between trade reform and economic perform-
ance via technical change. Following this reasoning, we can write:

Yj=A(R,C).(RjKjLj) (3.4)

Where all items are as before, whilst C is catch-up for the economy relative to
international best-practice technology. The speed of catch up is taken to be a
function of trade policy and the assumption is that more open economies catch
up more rapidly, so there is a negative relation between C and the height of
trade barriers.’

Neoclassical theory has been criticised in the past for a neglect of the institu-
tional dimension of development and a focus on narrow economistic market
relationships. To some extent this charge has been answered with the develop-
ment of the New Institutional Economics as an offshoot of mainstream Neo-
classical theory.!® The insight here is that institutions (seen as rules of the game
or codes of conduct, as well as formal organisations) develop in response to
particular market situations and, hence, one would expect significant differences
in institutional patterns of evolution, which in turn will influence prospects for
economic development. A central element in the New Institutional Economics
is the acceptance of market imperfections and the assumption that actors in
markets form the institutions they do as a means of minimising the transactions
costs (defined broadly as the costs of acquiring information, reducing
uncertainty and conducting exchange) of particular market imperfections.
Changes in institutional form can be rationalised in this approach by changes in
transactions costs; thus, for example, removal of tariff protection for an industry
might be needed due to the transactions costs of an exporter using the output of
that industry as one of its inputs. An efficient institution from this perspective is
one that is most successful in reducing the costs of market failure. Formal
econometric models of the type discussed above have been extended by includ-
ing an explanatory variable as a proxy for the level of institutional develop-
ment, however finding acceptable cross-country measures of institutional
quality is not straightforward.!! The more general point, which has been
accepted by international agencies, is that any successful policy reform package
must have a distinct component for institution building, however this is
specified.
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Patterns of trade

In more specific policy terms, the Neoclassical interpretation of trade
possibilities requires that production specialisation should be on the basis of
an economy’s comparative advantage, which requires concentrating
resources where activities are internationally competitive, with domestic costs
defined in terms of the opportunity cost of the commodities and resources
that go into production. There is said to be a comparative advantage in a
particular line of production, therefore, if domestic costs, that reflect the
alternative uses of the input involved, are below the world price of competing
production abroad.!” The Neoclassical literature lays great stress on the import-
ance of export markets for new industries. Apart from the technical change
argument summarised earlier (page 51), other expected benefits from exporting
include:

e greater competition with resulting productivity gains as producers are
forced to compete internationally;
greater awareness of international standards;
greater equality in income distribution, if export growth is concentrated in
labour-intensive activities;

e removal of market bottlenecks, where economies of scale are important and
the domestic market is too small to allow these to be attained;

e alleviation of a foreign exchange constraint on growth.

Stages of comparative advantage

In relation to the development of new exports, it is recognised that compara-
tive advantages change over time, and this is incorporated in the so-called
‘dynamic stages of comparative advantage’. This recognises that, as
economies evolve, relative resource endowments will change as jobs are
created and natural resources are used up. Hence, whilst initially developing
countries’ cost advantages may be based on their inherited resources, either
natural resources or unskilled labour, this will change over time. Initial
export success in manufactured products may be achieved in the processing
of natural resources or in simple labour-intensive goods, since the opportun-
ity costs of such goods will be low. These are the natural resource based and
low technology exports identified in Chapter 1. Over time as labour surpluses
are removed, real wages will rise and natural resources will be used up, so that
the comparative advantage of such countries may move to more sophistic-
ated commodities embodying first more physical capital inputs and latterly
more skill-based human capital inputs; these are broadly the medium and
high technology products referred to in Chapter 1. In other words, the
opportunity costs of producing different types of commodity will shift over
time. "

As an elaboration of this stages approach, further schematic sequences for
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trade strategy were noted. In the early Neoclassical discussion of trade special-
isation, a strategy of export-substitution was recommended in contrast with the
more familiar import-substitution strategy. Export-substitution refers to a shift
in the composition of exports, so that new manufactured exports rise as a share
of total exports and substitute for more traditional primary/products. A simple
descriptive sequence of stages was used to illustrate alternative trade strategies.
The stages are as follows:

primary import-substitution;
primary export-substitution;
secondary import-substitution;
secondary export-substitution.

The adjectives ‘primary’ and ‘secondary’ refer to the technological complexity
and capital intensity of commodities; commodities that are primary are there-
fore relatively unsophisticated, labour-intensive goods, the most obvious
examples for manufacturers being textiles, clothing and toys. These are broadly
the low technology exports of Chapter 1. Commodities covered under the
heading ‘secondary’ are technologically more advanced, skill- and capital-
intensive; both consumer durables, such as electrical domestic appliances, and
intermediates and capital goods, like iron and steel and machinery of various
types. These approximate to the medium technology and some of the high
technology exports of Chapter 1. The argument is that new industries will
generally commence production with sales to the home market of primary goods
that were previously imported. This primary import-substitution can be ‘natural’
in the sense that it occurs as a result of transport and other cost advantages.
Alternatively, it can be policy-induced, as new industries are protected and
encouraged by governments.

The Neoclassical view is that there is nothing intrinsically wrong with
import-substitution provided it arises from market-based decisions. However,
primary import-substitution, if it arises from substantial protection, will create
biases and distortions that are discussed further (page 57). In addition, once the
‘easy’ stage is passed and all previous imports have been replaced, its growth will
be limited by the expansion of the domestic market, which will be a constrain-
ing factor in small economies. An economically more efficient alternative for
most developing countries is seen as a shift to a strategy of primary export-
substitution. This involves the export of the goods intensive in an economy’s
abundant resources. These may be simple labour-intensive goods, produced ini-
tially for the home market, exports of parts and components for production
located overseas or processed natural resource based goods. The balance
between these types of goods will be determined in large part by the resource
endowment of economies, so that where natural resources and land are abun-
dant relative to labour (as is often suggested for much of Africa), the expecta-
tion will be that primary stage exports will have a relatively high natural
resource component. A shift to a strategy of primary export-substitution
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involves at least the removal of the anti-export bias normally associated with
protectionist trade policies.

Primary export-substitution will be relevant as long as wage costs remain suf-
ficiently low for a country to maintain a comparative cost advantage in labour-
intensive commodities. After a time, however, as real wages rise in response to
growing demands for labour, it will become economically efficient to shift into
the production of secondary commodities, and establish a more sophisticated
industrial structure. This may necessitate some encouragement for these new
industries, either through modest protection, but preferably in this view through
promotion via subsidies. Secondary import-substitution of these goods occurs as
their local production supplants imports. However any anti-export bias at this
stage should be short-lived and it is recommended that adequate incentives be
given to encourage producers of secondary commodities to break into export
markets. When this is achieved the stage of secondary export-substitution will
be reached. The time lag between secondary import and export-substitution will
be determined not only by level of incentives offered for domestic and export
sales, but also by the size of the domestic market and the importance of
economies of scale in production in individual branches of activity. For
example, the more important are scale economies relative to the size of the
domestic market for a commodity, the greater will be the pressure to enter
export markets to remain competitive. As economies develop successfully, new
technology exports based on modern best-practice technologies, usually pro-
vided by TNCs, may also emerge, as illustrated in Chapter 1. Such goods can be
seen as embodying qualitatively different technologies from that associated with
import-substitution goods.

It must be recognised that this schematic sequence is an over-simplification
of a complex sequence of shifts in industrial specialisation and orientation. The
speed at which countries can and should move through these stages will vary
with factors like national resource endowments, domestic market size and
export market prospects. At any one time the strategy of an economy might be
considered a hybrid of at least two stages. Nonetheless, this sequence has been
considered sufficiently useful to be applied in a normative sense to suggest how
developing countries could organise their trade strategies.

For example, a common interpretation of the performance of the NIEs, and
in particular Korea and Taiwan, in comparison with many of the larger Latin
American economies, argues that there have been two key differences in trade
strategy between the two groups. First, the primary import-substitution phase in
the two East Asian economies was both mild in terms of levels of protection
and short-lived, ten to fifteen years. In Latin America, however, protection was
higher and the strategy of primary import-substitution was continued for much
longer, thus creating more distortions and vested interests committed to the
continuation of the system. Second, whilst Korea and Taiwan shifted fairly
rapidly to the primary export-substitution phase, and gained the benefits associ-
ated with rapidly rising exports, the Latin American economies moved to a
further stage of protection, in the form of secondary import-substitution. Since
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the commodities produced at this stage were capital and skill-intensive, they
were often high cost in international terms and thus required higher levels of
protection than simpler primary goods. Hence, the distortions and biases of
primary import-substitution were magnified at the secondary stage.'*

Whilst Korea and Taiwan are seen as passing through all four stages relat-
ively quickly from the late 1960s to the late 1970s, in Latin America import-
substitution dominated trade strategy until industrial exports began to emerge
gradually from secondary import-substitute industries. In this view, however,
many of these exports arose not from the emerging competitiveness of domestic
producers but from government willingness to subsidise high cost exports. Thus
the Latin America sequence before the liberalisation of the 1980s and 1990s is
seen as inefficient since selective export promotion, often of high cost indus-
tries, was grafted onto an unreformed secondary import-substitution strategy.
The consequence of missing the primary export-substitution stage was not only
that many distortions and biases remained, but also that the possibility of raising
industrial employment through an expansion of labour-intensive exports was
also lost. Currently, as Chapter 7 shows, the emergence of significant high
technology exports has been much slower in Latin America than in East Asia.

As an interpretation of Latin American experience, this view is controver-
sial, since it neglects the significant exports of apparently competitive manufac-
tures that emerged in a number of countries in the 1980s from previously
protected industries.”” However, the argument clearly illustrates the Neoclassi-
cal view of trade strategy. It is not that developing countries should remain as
permanent exporters of labour-intensive goods, but that it will be economically
beneficial at a certain stage of their development to focus trade strategy on these
exports. At a later stage industrial diversification can and should take place.
Where an economy is only at the stage of primary import-substitution, the chief
objective is to remove anti-export bias, and shift to primary export-substitution.
Where a more sophisticated industrial base has been created at the secondary
import-substitution stage, reforms will aim to encourage greater export, probably
of both the primary and secondary type. As industrial sophistication develops,
further export of higher technology goods may be possible. Export diversifica-
tion can be accepted by all as essential for industrial success. The key issue for
debate is how far governments should attempt to encourage and influence this
process. In the Neoclassical view the answer is not very much.

Government intervention and distortions

As we have seen, the central tenet of Neoclassical theory is that, in general,
market distortions caused by government intervention are to be avoided.
This view has been linked particularly with strong critiques of past import-
substitution trade policies, but the argument is considerably more general.
Governments may intervene in markets for a variety of reasons; for example to
conserve foreign exchange, to protect local producers from foreign competition,
to guarantee a minimum wage, to encourage investment and to raise
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government revenue. These interventions will involve a range of policy instru-
ments — including quantitative import restrictions, tariffs, minimum wage legis-
lation, credit subsidies via controlled interest rates and indirect taxes. The
argument is that intervention in the operation of markets will force prices away
from economic values that reflect the scarcity of commodities or resources. Thus
significant losses in economic efficiency will be created if producers and con-
sumers respond to distorted rather than ‘efficient’ prices.

A large number of empirical studies within the Neoclassical tradition have
identified significant divergences between market prices, and economic values.!'s
In addition work on the systems of protection in developing countries under
import-substitution policy regimes has focussed more narrowly upon the relative
incentives, which have been created by various forms of protection, and the
implications of these incentives for economic efficiency.

Import-substitution and economic efficiency

The extent to which many developing countries have used these trade inter-
ventions in the past is now well documented, and the undesirable consequences
for economic efficiency of many protective measures have been stressed fre-
quently. Three separate strands of the argument can be distinguished.

e The varied and often unanticipated effect of protective measures in terms
of the incentives created for different branches of manufacturing; in other
words, not all branches will benefit equally and the relative levels of incen-
tive may be unplanned and, in some cases, undesired.

¢ The general encouragement protection from import competition gives to
high cost domestic production, and the lack of stimulus it provides to
reduce costs to international levels.

¢ The harmful impact of manufacturing protection on other parts of the
economy, particularly agriculture and exports in general.

Variations in incentives

Considering the relative impact of protection on different industrial branches,
the essential point is that the final degree of incentive will generally not be
known in advance, when the protective measures involved are being planned.
This may be either because of the uncertain impact of quotas, or because of the
effect of imposing different rates of tariffs, taxes or subsidies on inputs as com-
pared with outputs.!” The observed or Nominal Rate of Protection (NRP) is
given by the ratio of the domestic price to the world price for a comparable
commodity. However the full effect of a protective system can only be estimated
by comparing the tariff or tariff equivalents on the output of a producer, with
those on the inputs it must purchase. The logic of this is that if a producer’s
input prices are raised above international levels, by more than their output
prices, it is being penalised rather than encouraged by the protective system,
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even though its own output may have a positive tariff. A comparison of the
output tariff of a producer with a weighted average of the tariffs on their inputs,
with the weights determined by the share of inputs in the value of the output
gives the effective rate of protection (ERP). This measures the extent to which
value-added of a producer, or the aggregate of all producers in a branch, at
domestic, that is protected, prices exceeds what it would be in a free-trade situ-
ation, where world and domestic prices for traded goods are assumed to be

equal.
Formally ERP for activity i can be given in two alternative but equivalent
definitions:
VADP,— VAWP,
ERP, = (3.5)
VAWP,

where VADP, is value-added at domestic prices in i and VAWP, is value-added
at world prices in i, under free trade.

ti—Zaj,»tj
]

ERP,= " — Se (3.6)
J

where t; and ¢; are the tariffs, or tariff equivalents, for output i and input j respec-
tively, and a; is the number of units of j required per unit of i under free trade.'®

The argument is that those activities with the highest ERP will have the
greatest incentive for expansion arising from the price effects created by protec-
tion. The degree to which resources will actually move in response to these
incentives will depend upon supply elasticities; however, other things being
equal, a relatively high ERP will mean an activity will have a relatively high
output as compared with what its output would be in the absence of protection.

ERP measures have been used extensively in applied work on industrial
development in developing countries, although they are not without both
empirical and conceptual problems. For example, empirically there are dif-
ficulties in obtaining comparable world and domestic price data, and in achiev-
ing a sufficient degree of disaggregation to estimate separate ERPs for a large
number of branches. Conceptually there are also difficulties in the treatment of
non-traded goods, in the need to use fixed input coefficients, and with the
appropriate exchange rate to use in the calculations. Nonetheless, despite these
limitations, it is generally felt that the ERP measure is useful for analysing the
extent to which protectionist policies create incentives for resources to shift in
different directions.

From the peak of the import-substitution period in the 1960s and 1970s,
there is a substantial body of evidence on the wide range of ERP for different
sectors and manufacturing branches in different economies.!” Even in the
1990s, significantly high levels of protection persisted in some economies,
although in others there is evidence of declining protection. Table 3.1 gives
aggregate ERP estimates for manufacturing and agriculture in a sample of
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Table 3.1 Aggregate ERP manufacturing and agriculture: selected developing countries
(various years)

Manufacturing Agriculture

Year (%) Year (%)
Kenya 1967 92 1974-5 -19
Tanzania 1966 116 1979 —45
Ghana 1972 105 1979 -90
Ivory Coast 1970-72 62 1970-72 -28
Senegal 1972 70 n.a. —32
South Korea 1978 32 1978 57
Malaysia 1971 38 1973 20
Philippines 1978 44 1974 18
Thailand 1978 70 1973-74 =7
Pakistan 1970-71 181 1975-76 =30
Sri Lanka 1979 38 1979-80 -10
Egypt 1966-67 42 1976 11
Turkey 1981 181° 1978 40
Yugoslavia 1974 9 1975-80 5
Argentina 1977 38 1969 -13
Chile 1967 217 1967 -5
Colombia 1980 37 1979 29
Mexico 1979 11 1979 -2
Bolivia 1980 24 1980 14
Peru 1980 52 1980 46
Taiwan 1969 14 1969 —4
[srael 1968 76 1968 48

Sources: Data come from Agarwala (1983) except where a and b are shown.

Notes
a Refers to Balassa (1982).
b Refers to Yagci (1984).

n.a. is ‘not available’.

economies in the import-substitution era up to the beginning of the 1980s.
Since the data come from different sources exact comparability is not possible,
so the figures can only be taken as suggestive. In most cases shown, manufactur-
ing has a high ERP relative to agriculture, which in some cases has negative
protection (in other words actual value-added was below the free-trade level).
Within manufacturing, the possibility of a wide range of ERP estimates for
individual branches can be illustrated with data for a single country, Malawi.
Table 3.2 gives ERP by manufacturing sub-sector in 1991. The full range of ERP
is from —30% for tea to 125% for leather and footwear. The ERP estimates are
derived from an analysis of firm-level data, but the overall weighted average
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Sub-sector 1991 (%)
Food products -1.4
Tea manufactures -30.5
Beverages 109.6
Tobacco products 7.4
Textiles 101.0
Leather/footwear 125.3
Wood/paper 52.2
Chemical products 71.1
Plastic products 28.6
Metal products 19.1
All manufacturing 48.9

Source: Mulaga and Weiss (1996).

protection of nearly 50% masks the fact that nearly one quarter of the firms in
the sample had negative protection, either because they were exporters or
because they used highly protected inputs.?

The important point about this wide variance in levels of protection is that
activities, which are given a relatively low priority in government policy state-
ments may, nonetheless, receive above average protection and thus resources
may be encouraged to shift into these non-priority areas. Such a situation can
arise because ERP estimates are not readily available in many countries, and
where they are available are rarely up to date. Governments are therefore often
not fully aware of the consequences for incentives of the structure of
protection.?!

Lack of stimulus to cost reduction

The second strand in the attack on the use of tariffs and quotas in developing
countries is that they provide a shelter for inefficient domestic producers who
have no incentive to lower their costs to international levels. Local production
at costs above world levels imposes economic losses, it is argued, since, with the
abolition of protection, resources would be reallocated to more internationally
competitive activities. The ERP measure discussed above must be seen primarily
as an indicator of the relative degree of incentive received by producers in
particular activities from the protective system. It is not strictly a measure of the
efficiency with which resources are employed.

Two related measures of economic efficiency that have been used frequently
are cost—benefit (CB) returns at economic prices and domestic resource cost
ratios (DRC). The former compares the present value of economic costs with
the present value of economic benefits; the test of economic efficiency is
whether, at economic prices, there is a positive net present value, or an internal
rate of return above the economic discount rate. Application of this criteria
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requires both identification of all benefits and costs and their valuation at an
appropriate set of economic prices.?

Where output is a traded good, as will be the case with many manufacturing
investments, and there are no additional external benefits, one will be compar-
ing the world price of output with the per unit domestic costs of production.
Using the CB criteria, domestic production of a traded good will not be shown
as economically justified unless either domestic costs at economic prices are
below the world price of the good, or there are strong additional external bene-
fits generated by domestic production.

The domestic resource cost measure can be shown to be formally equivalent
to the cost—benefit criteria, although it expresses the same information in a dif-
ferent way. The DRC ratio gives the domestic resources required to earn or save
an additional unit of foreign exchange and is therefore an exchange rate for a
particular investment or activity. Economic efficiency requires that a DRC is
below the economic value of an additional unit of foreign exchange, so that a
DRC must be compared with either the official exchange rate, or where this is
felt to be an inaccurate guide to the scarcity value of foreign exchange, with an
estimate of the shadow exchange rate.”’

A number of CB and DRC studies on developing countries have indicated
substantial economic inefficiency, particularly amongst import-substitute
industries. The argument is that high cost sheltered producers can continue
to make commercial profits only because of the protection they receive, and
that in economic terms their costs of production are un-competitive interna-
tionally.?* Table 3.3 brings together DRC estimates for industrial activities
from different sources for five developing countries from the height of the
import-substitution period. These indicate a wide range of DRC estimates for
activities in the same economy. The number of inefficient branches is shown
to give a rough indication of the extent of inefficiency, by comparing DRCs
with either the shadow exchange rate referred to in the original study, or the
official rate where this is judged to be appropriate. Negative DRCs imply a
loss of foreign exchange, where the value of traded inputs exceed that of
output.

The wide variation between DRC:s for different activities is often interpreted
as evidence of resource misallocation, so that it is argued that efficiency in
resource use would be improved by expanding activities with low DRCs, at the
expense of those with high DRCs. The common sense of this is that if it costs
x% more to save foreign exchange in activity i as compared with activity j, it
will be desirable to expand j relative to i. Theoretically the case is not as clear as
this, since one needs to assume constant costs of production and given world
prices, but in general wide variations in DRC between different activities can
be taken as evidence of a misallocation of resources, which is likely to have
been made possible by the differential set of incentives created by the import
protection system.”’ Protection therefore allows firms with high costs in both
economic and financial terms to survive, and in the absence of reforms to the
protective system they will have little incentive to lower these costs. The
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expectation is that trade reform by loosening import restrictions will expose
high cost firms to foreign competition and either force such firms to lower costs
or to go out of business altogether.?

Effects on other sectors

Turning to the effect of trade controls on sectors of the economy other than
import-substitute manufacturing, two important biases may be created by a pro-
tective system; one relating to exports, and the other to agriculture. As we have
seen, the Neoclassical literature lays great stress on the importance of expand-
ing manufactured exports. However, it is argued that by restricting the demand
for imports, tariffs and quotas allow the maintenance of an exchange rate well
above that which would obtain in the absence of such controls. This means that
exporters receive less local currency for every unit of foreign exchange earned
than in a free-trade situation, where a lower exchange rate would prevail. In
addition, further biases against exports can arise from the effect of import con-
trols in raising the price of goods sold in the home market, relative to those sold
abroad, and in requiring exporters to use domestically produced inputs more
expensive than, and often inferior to, the alternatives available on the world
market. It is recognised that subsidies to exporters, for example, in the form of
access to low cost credit, or reductions in tax, can be used to offset this bias, and
in theory there will be a rate of uniform import tariffs and export subsidies,
which can create the same incentive effect as any level of the exchange rate.
The argument is, however, that in many of the countries, which adopted
inward-looking industrialisation strategies in the 1960s and 1970s, export subsi-
dies were no more than a partial offset to the biases against exports created by
the protective system. Empirical attempts to substantiate this view have used an
extension of the ERP measure — what is termed the effective rate of subsidy
(ERS). The ERS allows for the fact that profitability can be affected by subsi-
dies, as well as tariffs and quotas, and incorporates their impact on domestic
value-added. A bias against exports can be said to exist when either effective
protection or subsidy on domestic sales exceeds that on exports. This is an
alternative measure of anti-export bias to that discussed in Chapter 2, so that
anti-export bias exists where either

ERP, ERS,

>1
ERP ERS

X X

where, D and x refer to domestic and export sales, respectively; where subsidies
are significant, it is the latter measure that is more accurate.’’

However, it is important to note that even in economies with little or no
aggregate anti-export bias by this measure there can still be variations between
branches, so that even in generally outward-looking economies discrimination
against exports can still arise for some activities.?®
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Table 3.4 Nominal and true protection in some African economies

Nominal protection True protection

Importables Exportables Importables Exportables
Cote d'Ivoire (1989)  33.0 0 12.6 -154
Madagascar (1990) 36.0 0 8.9 —-19.9
Nigeria (1990) 33.0 0 12.6 —15.4

Source: Milner and Morrissey (1997) Table 3.

An alternative measure of anti-export bias follows what is termed ‘shift
analysis’. This is based on a comparison between domestic prices for importable
goods, exportable goods and non-traded goods. Anti-export bias can arise not
just because the price of import-competing goods are raised relative to export-
ables, but because as a result of protection, prices of non-traded goods also rise
relative to exportables. This price impact on non-traded activities, like power or
transport, that will be inputs into the export sector, is a form of hidden export
tax that reduces exporters value-added relative to what it would be under free
trade. Shift analysis estimates what it terms ‘true protection’, which is in effect
the conventional nominal protection adjusted for the price rise for non-traded
goods resulting from protection. Since the export sector will always have zero
nominal protection, unless export subsidies are used, it will have negative true
protection provided there is some feedback from price rises due to import tariffs
(or quota tariff equivalents) to the domestic price of non-traded activities.”’

Table 3.4 sets out estimates of anti-export bias following this methodology
giving true protection estimates for importables and exportables for three
African economies in 1989-90. For comparison nominal protection figures are
also given. In each case, because of the impact on non-traded prices, which
reduces value-added in all traded activities, nominal protection estimates are
always above true protection and exporters are found to have their value-added
reduced by 15% to 20% due to price rises for their non-traded inputs.

Considering the case of a bias against agriculture, this may arise where agri-
culture is still the major export sector, so that it naturally suffers most from any
anti-export bias. However, this anti-agriculture bias can also stem from the lack
of protection afforded agriculture relative to other sectors. Cases of negative
ERP for agriculture can arise if domestic prices for crops and livestock are
broadly comparable with world levels, whilst the locally produced or imported
inputs in agriculture are protected or taxed, and thus have domestic prices
above world levels. Alternatively if prices paid to farmers by marketing boards
are controlled at levels below the border parity price (defined as the export price
minus the necessary transport and distribution costs from the farm to the
border) this will be a form of export tax and will create negative ERP regardless
of whether input prices are above world levels. In some instances this discrimi-
nation against agriculture may have been the unanticipated result of the
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separate policies of keeping down food prices for urban consumers, whilst at the
same time protecting local manufacturing.

The significantly greater incentive granted to manufacturing as compared
with agriculture-based activities in the import-substitution era, can be seen in
Table 3.1 by comparing the ERP estimates for agriculture with those for
manufacturing. It is clear that, in many countries, particularly in Africa, agricul-
ture was penalised quite strongly through a relatively high negative ERP. In
fifteen of the twenty-five estimates covered in Table 3.1, ERP for agriculture
was negative at some point during the period covered. Furthermore, in only one
country, Korea, was the ERP for agriculture above that for manufacturing in
general. Even in countries like Taiwan and Mexico, where the negative protec-
tion experienced by agriculture was low, it still suffered relative discrimination
in comparison with the positive protection received by manufacturing.
However, in more recent years with the move to much greater trade liberalisa-
tion, the expectation must be that the general anti-export and more specifically
the anti-agriculture biases have been much reduced. In fact currently in WTO
negotiations with many countries, it is often agricultural protection which is the
more sensitive issue than protection of manufacturing.

To summarise, therefore, in many countries where interventions in the
markets for traded commodities were widespread, it is frequently suggested that
a number of harmful side-effects were created; these included unanticipated
effective levels of protection and profit incentives to particular sectors, a shelter
to high cost producers, a bias against exporting in general, and in many cases, a
bias against agriculture in particular. Therefore even if there may be a case for
protection of manufacturing in developing countries, along the lines discussed
in Chapter 4, there is a substantial amount of evidence from a range of coun-
tries, that in practice the way in which protection was implemented in the past
created a number of significant negative effects both within manufacturing itself
and in other parts of the economy.*

Trade liberalisation and manufacturing performance:
empirical evidence

Given the evidence on past economic inefficiencies and the substantial loosen-
ing of trade controls that has occurred in recent years, and the consequent
opening of economies to the international market, it is highly pertinent to
enquire how this has affected performance in manufacturing in liberalising
economies. The macro link between reform and growth has already been con-
sidered in Chapter 2, but here we discuss evidence relating specifically to manu-
facturing. In general, as befits a complex area, the evidence is perhaps less clear
than the competing interpretations might suggest; where positive effects can be
found, and they are for a number of countries, they are less dramatic than some
simple Neoclassical expositions would suggest. Conversely, the more apocalyp-
tic predictions of critics of trade reform regarding the collapse of previously pro-
tected activities have rarely proved justified.
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Employment

If liberalisation succeeds in reallocating resources quickly from inefficient to
efficient activities, the net unemployment effect may be slight in the short run.
In the long run it may be strongly positive, if sustained export growth can be
achieved. On the other hand, if labour cannot be reallocated quickly, either
because of wage rigidities or lack of demand, employment in industry may fall.
It is not clear that major reallocation of labour has been caused by trade reform,
although industrial employment has fallen in some countries, particularly in
Latin America in the 1990s.

In general there is evidence that the industries which experienced the fastest
employment growth in the 1970s (and by implication were at the centre of the
import-substitution drive of that decade) also experienced above-average
employment growth in the 1980s, implying relatively little industrial restructur-
ing away from previously protected activities.’! A similar story of relatively little
employment impact from liberalisation is depicted by a large volume of country
studies based largely on experiences in the 1970s and 1980s.>* Out of eighteen
trade liberalisation episodes in twelve countries, in only two cases, Chile and
Spain in the 1970s, do we see a substantial rise in unemployment (defined as a
five percentage point or more rise in the unemployment rate) comparing the
last year before liberalisation with the first year after the liberalisation pro-
gramme ends. On this comparison more modest rises in unemployment are
recorded in Colombia, the Philippines and Yugoslavia in the 1960s. Naturally,
simple before and after comparisons do not disentangle all the factors at work
and cannot isolate the impact of trade liberalisation.”” The authors suggest,
however, that where the unemployment increase was significant, this was due to
factors other than liberalisation; specifically to exchange rate overvaluation in
Chile and wage rigidity in Spain.

Other evidence of modest employment consequences of trade reform are
reported in studies on Mexico and Morocco, countries which introduced sub-
stantial trade reform in the 1980s. In both instances, there is little association
between changes in protection and changes in employment, primarily it seems
because output response was also weak.** In addition in one African economy —
Mauritius — trade liberalisation appears to have been associated with rising
wages and falling poverty levels.”® Elsewhere, particularly in Asia, the links
between manufactured export expansion and employment growth have been
well documented.*

Counter examples can be found, of course, particularly from Latin America,
where manufacturing employment fell in absolute terms during the first half of
the 1990s, with a shift of labour out of manufacturing and into services.*’
Some studies of the experience in the 1980s have also concluded that in
some Latin American economies trade liberalisation displaced rather than
created manufacturing jobs.>® An initial expectation of many was that it
would be the smaller firms who would be more vulnerable to the competitive
pressure created by liberalisation. However, as yet, there is little evidence that
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employment has been more adversely affected in smaller firms. One of the few
detailed studies of industrial structure after liberalisation, on Indonesia, finds
stability in employment shares by firm size.”” Even in Latin America, where the
employment position in manufacturing has been disappointing in recent years,
there is little evidence that small firms have been the main source of job
losses.*

Exports

Advocates of trade reform argue that exports will benefit from liberalisation
through several mechanisms — access to imported inputs at free trade prices,
access to foreign technology and capital, and a more competitive exchange rate.
Numerous studies have shown export growth to be correlated with real
exchange rate movements, but the real exchange rate as a ratio of traded to
non-traded good prices is only indirectly linked with trade policy and changes
in the real exchange rate will be influenced by a number of factors, of which
trade policy will be only one.*! Hence, such works shed little light on this
problem. However there is evidence that, in general, country effects matter for
export growth with some countries doing consistently well by this indicator,
either because of their good export infrastructure or their macro and trade poli-
cies.* Evidence from East Asia, particularly from Korea, suggests that at the firm
level early exposure to export markets for protected firms greatly speeded up
their move to international competitiveness. This led to a reinterpretation of
the infant industry argument (noted in Chapter 4), which in effect reversed
conventional causation with learning in export markets leading to the achieve-
ment of international competitiveness.®

In general, one would expect a more open trading environment to be associ-
ated with higher export levels, so what is perhaps of greater significance for a
discussion of the impact of trade reform on industrial performance is whether
exporting as an activity is associated with higher productivity gains, and there-
fore efficiency improvements, than is production for the home market. The
answer to this question in most empirical studies is predominantly yes. The
logic here is that a combination of exposure to technical knowledge via foreign
buyers or the more intense competitive pressure of export markets will create an
environment of higher than average productivity growth. The alternative
explanation, that export expansion leads to falling unit costs due to scale
economies is less convincing, since such economies can also be achieved
through expanding domestic sales.

The result linking higher exports and higher productivity growth is obtained
from both cross-country international comparisons and from detailed plant or
firm level analysis for one country.* The latter studies that show exporting firms
to have a superior productivity performance to non-exporters are the more con-
vincing since they are based on more detailed and consistent data. This relation
is clearly documented in studies on Taiwan, Indonesia and Thailand, for
example. For Taiwan, in the electronics sector, for three out of the four prod-
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ucts examined there is a substantial difference in productivity levels between
exporters and non-exporters. Similarly exporters are larger, older and more
capital-intensive. For Indonesia, a study of detailed firm data shows that produc-
tivity growth is positively and significantly related to the share of output
exported, so that the more export-oriented the firm, other things being equal,
the higher will be productivity growth.* Also in Thailand a study using census
data shows a substantially higher growth of TFP in exporting rather than import
competing industries.*® However, such results say nothing about causation and
rather than export activity causing productivity growth, it is equally plausible
that it is the more dynamic firms that exhibit strong productivity growth, which
allows them to sell in export markets. Hence, causation may be reversed with
productivity growth causing export success.

Few of the many studies on the link between exports and productivity actu-
ally test for causation. A notable and important exception is a very detailed
study using plant-level data on Colombia, Mexico and Morocco. Productivity
growth arising from exports, or ‘learning by exporting’ is tested by including a
variable for past export experience in a model to explain productivity growth.
The variable is rarely significant when other factors are allowed for. Hence, if
export history has no significant impact on productivity, the alternative inter-
pretation is that there is a process of self-selection at work, so that more effi-
cient firms choose to become exporters.*’

Total factor productivity (TFP) and related measures

If the evidence on the positive impact of liberalisation on exports is unclear,
what of the much heralded productivity gains that are anticipated when
resource reallocation occurs in response to the competitive pressure of import
penetration in the domestic market? Further, the dynamic arguments discussed
above suggest that, through more rapid technical change associated with an
open competitive environment, long-run TFP growth may accelerate. Most
detailed productivity studies for individual countries find dramatic differences
between branches of industry in terms of TFP growth, with often substantial
changes between different time periods. This is interpreted as part of the wider
process of ‘creative destruction’ in a competitive economy.*® The issue here is
whether for any individual economy the disparity in TFP growth within the
manufacturing sector can be shown to be linked to increased exposure to
foreign competition through trade liberalisation. Based on data from the 1980s,
two widely cited surveys of this issue concluded that it is, in fact, very difficult
to link trade regime with productivity growth.*” The more recent literature is
not unambiguous, but there are an increasing number of studies that do detect a
positive, if sometimes weak relation, between changes in trade policy and TFP
or alternative measures of productivity. Comparability between studies is ren-
dered difficult due to differences in measurement of trade reform. However, if
we take changes in rates of protection, either nominal or effective, then a
significant, if sometimes weak, relation between a fall in protection for a branch
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or firm and its productivity performance tends to be found. This relation has
been identified in economies as diverse as Mexico, Malawi, Chile and Korea.”®
Precisely how this works is unclear, but from plant and firm level studies it does
not appear that there is a systematic tendency for trade liberalisation to be
associated with larger scales of production at the plant level. In the short run, at
least, the relation appears to be between greater import competition and smaller
plant size, so that internal economies of scale cannot be a factor. Other possible
explanations include elimination of managerial slack, or X-inefficiency, easier
access to foreign technology and capital equipment and improved incentives for
technological investment. As yet there are few clues as to which of these
candidates really matter.’!

In addition there is evidence that during liberalisation episodes, price—cost
margins fall. These are defined simply as the ratio of net profits to costs on a per
unit basis and hence are a crude measure of monopoly pricing. A fall in such
margins will imply lower profits and may also reflect improved productivity, part
of which is passed on to consumers. As part of trade liberalisation, falling
margins have been found in a number of countries. The standard interpretation
here is that imports have ‘disciplined’ domestic producers and weakened their
market power.>?

These results indeed imply that trade reform has brought positive benefits,
but theory suggests that trade reform will be only one of a number of factors at
work in influencing performance and its precise impact in any given situation
will vary with factors such as, the general macro economic environment,
market structure, the way in which reform is implemented and its overall credi-
bility. Given these qualifications, it is no surprise that some studies generate
results that find no support for the trade reform—productivity link.>

Conclusion

This chapter examines the Neoclassical arguments and evidence on the ineffi-
ciency of past industrialisation policies pursued in many developing countries.
Two aspects of the Neoclassical case are most critical — the impact of govern-
ment on the operation of markets, and the neglect of trade opportunities
through the implementation of policies that discriminated against exports. An
economically rational industrial policy, it is argued, is one that removes both of
these sources of inefficiency. Our survey of the evidence on the impact of trade
policy reform shows some positive effects on performance, but perhaps not as
dramatic as Neoclassical reasoning might suggest. We return to issues of indus-
trial policy and the influence of these arguments on policy thinking in later
chapters. However, prior to that, we consider how far this apparent orthodoxy
remains challenged by dissenting voices.

CuuDuongThanCong.com https://fb.com/tailieudientucntt


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

4 What remains of the
challenges to orthodoxy?

Early development economists in the late-1940s and 1950s were almost unani-
mous in stressing the importance of industrialisation. However their perspective
differed significantly from what has become the current Neoclassical orthodoxy.
Starting from the proposition that ‘certain special features of the economic
structure of the underdeveloped countries make an important portion of ortho-
dox analysis inapplicable and misleading’, their approach has been labelled
Structuralist.!

Although conventionally a large number of authors are covered by this cate-
gorisation, their work can be seen as possessing several key characteristics:

e 2 belief that development is a process of major structural transformation
with industry, and manufacturing in particular, having a major role: from
this it follows that national income figures alone cannot be used to assess
the level of development, since reference must be made to the production
structure that generates this income, and its capacity for creating future
growth;

® a scepticism regarding the role of the price mechanism as a means of allo-
cating resources in developing countries, due primarily to the assumed low
price elasticities of both supply and demand;’

e following from this, a belief in the importance of government intervention
of various types as a means of allocating resources and achieving the struc-
tural shifts necessary for development;

e an emphasis on the need to change the pattern of trade, and in particular
to reduce the importance of primary exports. This implies the need to
protect new industries in developing countries until they are able to
compete on equal terms with producers overseas.

The Structuralist approach has diverse origins. In one sense it can be seen in
the tradition of the Classical economists and Marx, who saw industry in
general, and manufacturing in particular, as having a key role as an engine of
growth. More recent antecedents can also be identified, however. There seems
little doubt that the Keynesian system of macro-economics, developed to
explain mass unemployment in the capitalist economies, greatly influenced
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writers like Nurkse (1958) and Rosenstein-Rodan (1943). For the developing

economies, these authors stressed the existence of underemployment rather
than open unemployment; however, underemployment could also be identified
with the failure of the labour market to generate adequate employment and
could thus be used to justify active state intervention to raise investment and
mobilise the underemployed.

Emphasis on the failure of the price mechanism to clear markets effectively
has also been traced to both academic research and government planning in the
UK in the 1930s and 1940s. Some of the individuals involved later visited
developing countries, and in particular, it has been suggested that the Latin
American authors who worked in the 1950s on the ‘Structuralist theory of infla-
tion’ for their own continent may have been influenced by these contacts.’

However, despite representing the mainstream of thinking on development
problems during the 1950s and 1960s, Structuralist analysis and the policies
derived from it came under increasing criticism from the late 1960s onwards. A
key line of attack, as discussed in Chapter 3, was associated with the Neoclassi-
cal school, who stressed the neglect in much of the early development eco-
nomics of some of the fundamental precepts of conventional economic theory,
such as the importance of prices for resource allocation and the role of compara-
tive advantage in assessing trade possibilities. On the other hand, Structuralist
analysis also came under attack from what can loosely be termed the Radical
perspective, chiefly for its inability to analyse class formations in developing
countries, and for its insufficient emphasis on the constraints to development
posed by the external economic environment. Radical analysis has been
described as ‘that which is highly critical of capitalism, favours socialism, and
often employs Marxian analysis’.* What we term here a Radical perspective
encompasses a broad grouping covering conventional Marxist analysis, modifi-
cations to classical Marxism and authors writing from the Latin American
Dependency perspective. From a different position, Radical authors often raised
similar points to Structuralists on the obstacles to and limitations of industrial-
isation in developing countries under existing international and domestic con-
ditions. For ease of exposition in this chapter, we discuss together both versions
of the challenge to orthodoxy, without wishing to imply that we are surveying a
comprehensive system of thought or critique of Neoclassical prescriptions. In
organising the discussion we focus on three broad themes:

the role of the state in fostering a process of industrialisation;
e the case for manufacturing having a special role in development policy;
e the possibilities offered by participation in world trade and investment.

The ‘technological capability’ critique of Neoclassical positions and policy pre-
scriptions, which to some extent can be seen as an offshoot of Structuralist
analysis, is discussed separately in Chapter 6. Further arguments on globalisa-
tion and the world economy that extend earlier Radical work on the global
economy are considered in Chapter 7.
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The state and industrialisation

The question of the state versus the market as a means of resource allocation is
one of the central issues of debate in development studies.’> As we have seen,
drawing on a combination of empirical evidence and a priori theorising, the
Neoclassical literature stresses what it terms ‘government failure’ and the ineffi-
ciency associated with attempts to block or restrain the functioning of markets.
In contrast, critics argue that markets do not conform to simple precepts of
Neoclassical theory. Structuralists stress the existence of real world conditions
that depart from the world of perfect competition — the ‘market failures’ like
external effects and lack of information — and point to alternative empirical
evidence deriving primarily from the experience of Japan and the East Asian
NIEs, where state intervention was generally felt to have positive effects. From
this alternative perspective, for some the case for governments to steer and in
some instances override markets appears self-evident on technical economic
grounds, since the poorer an economy the more important structural rigidities
and market failures are likely to be. Hence, state intervention becomes a means
for correcting deficiencies in the operation of markets.

However, a wider critique is found in the Radical literature, which has
devoted considerable effort to the study of class formation in developing
economies. From this perspective it is essential to look beyond superficial
market forms and to question what are the underlying factors that explain
market behaviour. In other words, if supply response is weak, one should
explain this in broader socio-economic terms. This is why much of the early
development literature laid great stress on the weakness of the domestic bour-
geoisie or capital accumulating class in such countries.® A natural concomitant
to an emphasis on the weakness of the national bourgeoisie in developing coun-
tries is a stress on the importance of the state and the state bureaucracy. In
terms of industrialisation strategy this implies that, where private capitalists
have not emerged to undertake new investment, the state, through public sector
enterprises managed by public officials, must play a major role in industrialisa-
tion, if total reliance is not to be placed on foreign investment.

Marxist, or Marxist-inspired, analyses of the state acknowledge that it
cannot be seen as separate from the class organisation of a society; in other
words, its organisation and operation must reflect the balance of class forces.
However, crude interpretations that view the state and all state activity as
simple reflections of underlying economic struggles are no longer accepted and
it is commonly argued that the state has a degree of ‘relative autonomy’ from
the control of dominant classes, although the extent of such autonomy will vary
from case to case.”

An example of relative autonomy often referred to is the possibility that
domestic classes may be divided or weak, and that the balance of class forces is
not clearly defined. Here the state has much greater scope for autonomy and the
consequence can be an authoritarian, military or quasi-military regime that
lacks a clear social base.® As noted in Chapter 2, the concept of intermediate

CuuDuongThanCong.com https://fb.com/tailieudientucntt


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

74 Challenges to orthodoxy?

regime has been used to analyse this type of situation. This category, as its name
implies, refers to a state neither wholly capitalist nor socialist, where the domin-
ant alliance is between the lower-middle-class, including in this group state
functionaries and small domestic capitalists, and the rich peasantry. The weak-
ness of the domestic bourgeoisie and the nationalist orientation of such regimes
mean that the state sector assumes a major role in the economy, creating what
was often termed a system of ‘state capitalism’. This may involve nationalisation
of the assets of both domestic and foreign capitalists, and a heavy reliance on
the state sector to carry out strategic new investments. However, given the class
alliance on which the regime is based, it is not seen as a form of socialism,
although the intermediate regime could be hostile to big business, both in the
form of foreign capital and its local allies.

It was pointed out that such regimes could be merely transitory, reflecting
the weakness and division of existing classes. If they are successful in generating
economic growth they may at the same time create a national capitalist class
that, in alliance with state functionaries, will change the nature of the regime.
In other words, with the growth of a private sector, capitalism may emerge to
replace state capitalism. On the other hand, if growth does not take place and
the mass of the population remains excluded from participation in the political
system, the regime may be pushed to a more radical position that perhaps leads
to a form of socialism. Nonetheless, as discussed in Chapter 2, whilst the demise
of many nominally socialist regimes is perhaps evidence that intermediate
regimes are in fact transitory, it is clear that today nowhere are they in trans-
ition to socialism.

Developmental state

Interventionist states do not have to be socialist in political intent and the
concept of the developmental state, implying an activist bureaucracy and set of
institutions capable of stimulating and accelerating a process of economic
growth, is at the heart of the Structuralist—Radical critique of orthodoxy. In
terms of its class base, such a state is now likely to be far closer to that of
capitalism than the older concept of an intermediate regime. A developmental
state is one where the state, in alliance with private national and foreign
capital, plays such an active role in promoting capital accumulation in general,
whilst establishing a degree of independence from elements of capital, whether
foreign or national. Therefore, where the objectives of foreign capital conflict
with the requirements of accumulation in general, the state is able to represent
these wider interests in opposition to transnationals and their local representa-
tives.

The role of such a developmental state can be rationalised by drawing on
several important functions that markets in the abstract cannot perform.” One of
these is the provision of a vision for the economy; this vision can be seen as a
broad form of public entrepreneurship by which the state on behalf of society
drives or guides private agents into a particular direction that they might not
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otherwise have taken due to difficulties in information gathering or political bar-
gaining. The Japanese government’s encouragement to the private sector to shift
into knowledge-based activities in the 1980s or the Korean government’s
encouragement of heavy industry in the late 1970s are commonly cited as illus-
trations of this process. As new areas are likely to be inherently more risky than
established ones, industrial policy also plays a role in minimising the risk to
private investors; for example, by providing subsidised credit or extra-normal
profits through protection from foreign competition.!® Management of conflict
between economic groups is the other critical role. Development is, by defini-
tion, a process of structural change involving winners and losers. Management of
this process is needed not just for social reasons, but also narrower economic
ones relating to the incentive to invest and to take risks. Short-term market out-
comes, for example relating to job losses or bankruptcies, may not be economic-
ally desirable and it can only be the state that overrides such outcomes. Such
general propositions cannot imply that states inevitably get things right; rather,
they simply serve to contradict orthodox suggestions that states have no obvious
role beyond setting the boundaries for private sector development.

However the abstract case for the developmental state is usually reinforced
by reference to experience in the NIEs, which can be interpreted as providing
strong evidence of the usefulness of providing a vision and balancing conflicting
social interests. Studies on the experiences of Japan, Korea and Taiwan have
provided the empirical basis for the concept of a developmental state, which is
capable of guiding a society on a successful process of industrialisation.!!

Successful developmental states in East Asia, it is argued, were able to
manage effectively the tension between national and foreign firms drawing on
foreign technology in some cases and in others on foreign finance and manage-
ment skills. Their interventions are seen as marking out the framework for an
activist industrial policy for others to follow. For example, following a detailed
analysis of the functioning of the developmental state in Korea and Taiwan,
Wade (1990: 350-70) puts forward a series of guidelines for other economies in
the form of simple propositions. Paraphrasing, these amount to:

e promotion by the state of industrial investment in activities with growth
potential;

use of protection to create successful infant industries;

high priority within trade policy to export promotion;

welcome for transnational firms that can export;

promotion of a bank-based financial system under close government
control;
e only gradual liberalisation of foreign trade and the domestic financial
sector.

Whilst the Neoclassical concern with markets is not totally forgotten, the

implication is that markets must be guided and if necessary ‘distorted’ to meet
growth objectives.!
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The theory of late industrialisation

These arguments have been generalised by Amsden (2001) into a broad inter-
pretation of development since 1945. Discussing the experiences of the more
successful developing economies over this period, she formulates a theory that
gives the developmental state a central role in explaining successful industrial-
isation. The starting point is the insight that the process of industrialisation
must differ in follower or latecomer economies from that experienced by the
earlier industrialisers in Europe and North America. Of critical importance is
technology and the creation of knowledge-based assets. Knowledge and the
technology in which it is embodied create extra profits or technological rents
for the enterprises that possess it and through reinvestment in equipment and
adaptations to technology, these incomes can drive the process of industrial-
isation. A late start gave economies the opportunity post-1945 to develop
industry on the basis of imported technology from Europe and North America.
This was critical since developing countries could not industrialise on the basis
of low wages alone, since low wages in any line of activity in a poor country
can always be offset by higher productivity in a more advanced economy (see
Table 7.2, page 157, for evidence on this). Foreign technology, at times
adapted and modified, provided the opportunity for industrialisation. However,
where the developmental state enters the picture, is that new industrial
activities based on adaptations to foreign technology cannot compete with
established firms abroad that can draw on their own specific knowledge of pro-
duction built up over years of experience. The imbalance in knowledge-based
assets is too great, so that successful late industrialisation requires state support
and initiative to create the possibility of overcoming the disadvantage of firms
in latecomer economies.

This broad interpretation is then generalised to cover the experiences of a
diverse set of economies (termed ‘the rest’) largely corresponding to the list of
NIEs in Chapter 1. Countries in East Asia, South Asia, Latin America and
Southern Europe (Turkey) are linked in a general pattern characterised by
historical differences, but also it is suggested broad similarities, where govern-
ment support built up successful industries. The mechanisms varied in their
detail between economies, but included the channelling of public funds through
development banks, established specifically to meet developmental not com-
mercial objectives, direct public ownership, principally in heavy industry, and
control over investment and technology licensing, as well as more indirect
measures of import tariff protection and subsidies. The whole purpose was to
make manufacturing more profitable than it would have been at free trade or
uncontrolled prices. These favours were granted in return for an understanding
of reciprocity and, in general, monitorable performance standards were imposed.
Again these standards varied, but included checks on levels of exports, use of
local inputs, employment creation and development of new products. In the
exceptional case where competitive assets were not lacking, that is Hong Kong,
the government did not intervene, because it did not need to.
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Differences in the evolution of industry and industrial policy in these
economies are recognised, but these are essentially reduced to two broad pat-
terns. In one, support by the state created large enterprises seen as national
industrial champions, usually organised as groups with a diverse set of industrial
interests (see Table 2.9); with state support these tended to invest heavily in
the development of a national technological capacity. In general, this was the
Asian model. In the other pattern, state support was more diffuse as between
enterprises and the large national champion enterprise was less evident. Here
national firms, whilst large by local standards, were smaller by global ones and
TNC involvement in their national markets was much more significant. In
terms of technology, firms in these economies tended to invest much less and to
rely more on imports of foreign technology. In general, this was the Latin
American model with Turkey included. The pressures and opportunities posed
by globalisation are seen as contributing to a distinct parting of the ways for
these two groups in the 1980s, with a significant number of countries in the first
group (such as Korea, Taiwan, China and India) moving on an ‘independent’
path based on national knowledge-based firms and countries from the second
group (such as Mexico and Brazil) moving further along an ‘integrationist’ route
of heavy reliance on TNC investment and foreign-driven technological devel-
opment. The position in Malaysia, Thailand and Indonesia is treated as unclear
and they are placed in neither group. However, these are ideal types and
‘independent’ in this context does not mean closed to foreign technology,
investment or trade, so that even the independent countries will continue to
import and adapt foreign technology. The issue is the extent to which they
attempt to establish a national set of knowledge-based assets by investment in
education and R and D driven by national firms. From the perspective of know-
ledge creation, which is a focal point of much of this analysis, firm nationality
does matter, so that other things being equal, a pattern of industrialisation with
a higher proportion of domestically owned firms is taken to imply a more active
national R and D effort and, by implication, a greater national technological
capability. Nonetheless, whatever route is taken in future in these economies,
given the strength of domestic private firms, as a result of its past interventions,
it is suggested that the developmental state will be needed much less in the
future than it was at earlier points in the post-1945 period.

The key factors explaining which countries followed which path are taken to
be their pre-1945 history and their degree of income inequality. Historical
industrial experience based on pre-war colonial industries encouraged the
pattern of large national firms, since in the early post-independence vyears,
foreign-owned firms were nationalised and replaced by locally owned firms that
dominated the domestic market. On the other hand, in Latin America pre-
1945, manufacturing experience was already based on foreign firms, who
remained important in the domestic market after 1945. The role hypothesised
for income distribution is more subtle. It is argued that countries where the state
invested heavily in creating large national firms were those characterised by low
levels of inequality since, in an egalitarian environment, it will be easier to
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mobilise resources and concentrate them for what is perceived as the greater
national good. Conversely in unequal societies, it is suggested governments
were more reluctant to be seen transferring resources in favour of a small
number of firms or groups.

Some qualifications

These are stimulating generalisations, although it is not clear that all recent
economic history in these countries can be explained in these simple terms. For
the present purpose, however, it is important to draw out a few distinct points.
First, implicit in this discussion is a direct challenge to the Neoclassical story on
import substitute industrialisation. In the late industrialisation theory the
impact of the developmental state was basically successful in that a substantial
expansion of industry and knowledge-based assets, absent pre-1945, occurred in
the countries surveyed. The technical measures of inefficiency from Chapter 3
are judged to be largely irrelevant since new industries could not be expected to
be efficient at world prices and the whole thrust of policy was to generate rents
for manufacturing firms that could be reinvested for future growth. Where this
issue is addressed by Amsden (2001: 260-68) reference is made to the fact that,
after the trade reforms of the late 1980s and 1990s, industrial structure in most
of the economies covered changed relatively little. Had inefficiency been wide-
spread, it is argued, there would have been substantial reallocations as ineffi-
cient producers contracted and more efficient ones expanded. Further it is
pointed out that, as we have seen in Chapter 1, some countries increased
significantly their shares in world trade and production of relatively knowledge-
intensive industries and that some of the export success came from firms ini-
tially established as part of import-substitute activity. What matters is thus the
incentive to invest in knowledge creation. Government failures, in the sense of
support for enterprises that failed technologically and in terms of cost competi-
tiveness, are acknowledged, principally where an adequate system of checks and
controls was not put in place. However, the general picture is one of a successful
development state that partially withered away as private firms strengthened
their position. Hence in most of ‘the rest’ by the 1990s the types of intervention
practised earlier were being withdrawn. In the Neoclassical view this was
because of their failure, whilst on the contrary in the late industrialisation
theory it was because of their success.

We discuss more details of an active industrial policy in Chapter 8, but given
the range of interventions practised there is no simple blueprint for other fol-
lower lower-income economies that Amsden calls ‘the remainder’. Differing
historical circumstances, particularly the global economic environment, will
always have an impact on outcomes and the capacity of different states to inter-
vene effectively will always vary. One explanation as to why developmental
states appeared to function so effectively in Korea and Taiwan in the period
from 1960 to the late-1980s is the combination of an authoritarian and
corporatist political system; the former characteristic frees rulers from the need

CuuDuongThanCong.com https://fb.com/tailieudientucntt


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

Challenges to orthodoxy? 79

to seek popular consent and the latter means that interest groups are effectively
dependent on the state.”” How far this type of interventionism is compatible
with a more democratic political system remains an open question, but at the
very least a strong central authority is required. Developmental states must be
‘hard’ in the sense of being able to impose their policies, where the soft state is
unable to, and have a committed and capable bureaucracy.

However ‘Crony Capitalism’, where state functionaries intervene for their
own benefit or for the benefit of a narrow range of interests, is the other side of
the developmental state. The experience of the East Asian crisis in the late
1990s provides a salutary warning that apparently highly successful economic
regimes may not be what they seem and that the governed or guided-market
model can be easily exploited for sectional interests. This seems particularly true
where the financial sector is closely linked with the state bureaucracy through a
directed credit policy that channels loans to particular sectors regardless of
financial ability to repay. A poorly regulated financial sector, exposed to inter-
national capital flows arising from balance of payments liberalisation, is highly
vulnerable to movement of short-run capital and this appears to have happened
in the Asian crisis."* Although the most important elements of industrial policy
in Korea, for example, had been abandoned in the early 1990s, many observers
in the region have argued that the legacy of the developmental state had con-
tributed to the crisis of the late 1990s, primarily through its impact on the
domestic financial sector.

The point to stress at this stage is that authors writing from outside the Neo-
classical paradigm have usefully kept alive the issue of government intervention
as a positive force for industrialisation and have done so primarily by reference
to earlier successful industrial development often, but not exclusively, in East
Asia. This empirical evidence has encouraged generalisations to other locations
based on the concept of a developmental state. Within the narrower context of
debates in the Radical literature, this re-assessment of the state’s role in indus-
trialisation clears the way for an analysis of the scope for successful capitalist
industrialisation in the periphery of the world economy in collaboration with
TNCs. The simple generalisation of a subservient Neocolonial regime incapable
of supporting the interests of local capital can be rejected as the single explana-
tion for the activities of the state in such economies. Naturally it is not
inevitable that all developmental states will succeed in their industrial policies
(and the more recent evidence of Crony Capitalism is not encouraging) but,
a priori, one cannot rule out the possibility of success at least at certain stages of
an economy’s development.

Manufacturing as an engine of growth

If the role of the state has partially survived the Neoclassical onslaught, what of
the view that economic structure matters for development and that, in particu-
lar, manufacturing has a special role to play? In simple terms, even if in the
short term you can generate a higher rate of profit making potato chips than
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computer chips, the long-run implications of producing the latter should be far
more favourable. This should not be interpreted as part of a debate on the
merits of giving priority to manufacturing over other sectors, particularly agri-
culture. Some early discussions might have had such an emphasis, but it has
long been recognised that simple notions of priority have to give way to an
awareness of the interrelationships between sectors. There is no reason why all
economic activities should grow at the same rate or require the same amount of
resources. What is important is that bottlenecks should not emerge due to the
neglect of particular activities. The simple manufacturing-or-agriculture
dichotomy has been replaced, in most discussions, by considerations of the con-
tribution of manufacturing to general economic goals, some of which can
include the strengthening of other sectors.

Manufacturing can strengthen agriculture, for example, by providing domes-
tically produced inputs like fertilisers or farm equipment, or alternatively by
generating the foreign exchange to import these. On the other hand, it is
widely recognised that a strong agricultural sector can foster the expansion of
manufacturing by providing raw materials for processing and foodstuffs for
industrial workers. In addition, growing agricultural incomes can be a source of
demand for manufactures and of savings for investment in manufacturing.
Industrialisation can be held back by a stagnant agricultural sector, so that over-
emphasising manufacturing at the expense of agriculture may lead in the longer-
term to a rate of manufacturing growth lower than that possible under a more
balanced investment strategy. What is required is that investment is allocated
in line with expected returns in alternative activities, and the Structuralist case
has always been that, in most countries at relatively low-income levels, this will
entail an increasing share of additional resources going to manufacturing indus-
try. This is not to imply that other sectors, particularly agriculture, should be
neglected in the sense of being denied resources for viable investments. It is
rather that, because of the relatively high returns expected in manufacturing,
the right balance in sectoral allocations will involve some shift towards indus-
try, and manufacturing in particular.

As noted in Chapter 1, there is a well established statistical relation in an
economy between growth of manufacturing and growth of national income.
Fast growing economies tend to have a relatively rapid manufacturing growth
and, conversely, slow growing economies tend to have a slow growth of manu-
facturing. This relationship is not found for agriculture where there is normally
no relationship between agricultural growth and that of national income. Ser-
vices, on the other hand, do tend to grow in line with national income, but
their role is seen as passive in responding to growth in productive activity.

However, to develop the case that manufacturing has a special role in stimu-
lating the growth of the economy as a whole requires a theoretical justification
to explain why causation should run from manufacturing growth to GDP
growth, rather than vice versa. Production from a particular sector will be more
valuable in economic terms than other forms of production under two broad
conditions. First, where the incidence of external benefits, that is higher
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incomes for producers or consumers not directly associated with the initial pro-
duction, are greater there than elsewhere and second where there are long-run
gains in productivity that result from the cumulative experience in production
in the sector concerned, which again are greater than could be obtained in
other forms of production. The ‘engine of growth’ case rests on these two con-
ditions being fulfilled. In setting out this case, we begin by considering the
importance of externalities, particularly those related to the spread of ideas and
technical knowledge through the growth of manufacturing.

Externalities

Externalities are effects created by individual producers or consumers that are
felt elsewhere in the economy. They are significant in a theoretical sense
because they demonstrate the inability of a competitive market system to reach
an economically optimum situation and have been a central plank in the argu-
ment for the importance of industrialisation in developing countries at least
since Rosenstein-Rodan (1943) argued for a ‘Big Push’ — that is a co-ordinated
investment programme — that would attempt to maximise the gains from these
external effects. Central to the Structuralist position is the view that externali-
ties are more significant in industry than in other sectors, thus providing a
major rationale for industrialisation. However, arguments on external effects
can be put in very vague terms, and it is necessary to clarify the issues by distin-
guishing between different types of external effects.!

A more precise definition of externalities than that given initially is that
they are effects created by individual producers or consumers, which have reper-
cussions on other producers or consumers, that are not reflected in the cost and
revenue position of the original creator of the effect. They are examples of a dis-
tortion since, for example, if a producer creates an effect on another producer
the market price of the output of the original producer will not reflect the cost
or benefit to the other producer. This broad concept can be narrowed down by
distinguishing between ‘technological externalities’ and ‘pecuniary externali-
ties. The former have been described in more recent literature as ‘real
externalities’.

Technological or real externalities are defined as direct external effects that
do not arise as a result of market transactions for which prices are charged. Here
the output of a producer will depend not only on its own inputs, but also on the
physical quantities of the outputs or inputs of other producers. Externalities of
this type are termed ‘technological’ since the inputs or output of a firm enter
directly into the production function of another firm. There are several
examples of this type of external effect, which are relevant for industry. One is a
labour training effect where, for example, the training undertaken by producer
A can create a skilled group of workers who, if they leave A’s employment, can
bring their skills to producer B; second, if several firms use a resource which is
free, but in limited supply, the greater the inputs used by producer A, the less
there will be available to producer B.!¢
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A third, some suggest critically important, area relates to knowledge transfer
via externalities. As we discuss further in Chapter 6, much attention is now
given to the development of firm-level technological capability, defined broadly
as the capacity to apply, adapt, modify and at a later stage develop technology.
The significant point to note here is that, whilst some of the important
mechanisms for establishing such capability will be internal to firms and result
directly from firms’ own efforts, others are external operating at sector, regional
or even macro levels. Hence, provided it can be shown that technical change in
firm A is influenced by the actions of firms B to Z, either through copying,
transfer of human skills or other forms of non-market dissemination, then
technological externalities will be at work.!” Hence, where manufacturing pro-
duction can be shown to generate important externalities that speed up tech-
nical change, we have an important strand in the case that it has a special role
in development. Finally there is the possibility of significant environmental
externalities. The factory that polluted the stream was always the simplest illus-
tration in textbook discussions of technological externalities and was treated as
something of a theoretical curiosity. However, now the impact of industry on
the physical environment receives considerably more attention in the develop-
ment context than previously.

Whilst technological externalities reflect direct interdependence between
producers, pecuniary externalities, on the other hand, operate through the
market mechanism, so that their effects are manifested in price terms.'® For-
mally pecuniary externalities arise whenever the profits of a producer are
affected by the output and input levels of other producers. They are, therefore, a
broader category than technological externalities, which do not operate
through the market, and which, therefore, affect only output quantity; where
technological externalities also raise profitability, they are subsumed under
pecuniary effects."”

The central importance of externalities, positive or negative, is that where
they exist the net benefits to the economy as a whole, what we term ‘economic
benefits’, can differ significantly from the benefits accruing to private producers.
Hence, where firms act individually in response to their own private profit esti-
mates, in the presence of externalities, their investment plans will be non-
optimal in broader economic terms.

Linkages

The case for the importance of externalities in manufacturing industry is
strengthened by reference to linkages.?® Linkages can be defined in a broad or a
narrow sense. In the former a linkage is simply an inducement to activity on the
part of one enterprise created by the actions of another; the narrow sense is
technical, referring to a series of production relationships in an inter-industry
framework. In the narrower sense there are conventionally two categories of
production linkages, backward linkages from a particular industry to its sup-
pliers, and forward linkages from an industry to its users. These linkages reflect
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production interdependence and are a mechanism through which some pecu-
niary externalities can be transmitted. The greater linkages created by manufac-
turing, and therefore its greater potential for generating externalities, has been
used as a major argument for the importance of industrialisation.?! Nonetheless,
despite the inducement effect to further investment that linkages create, a strat-
egy of maximising linkages is unlikely to be economically rational. Not all link-
ages will create economically desirable inducements; for example, setting up an
automobile plant creates a demand for steel, and may encourage the setting up
of local capacity. However, if the domestic market is small, or local raw mater-
ials are expensive, the cost of producing domestic steel may be high by world
standards. If local steel is not protected from foreign competition there will be
no positive pecuniary externality, since due to its high cost it will not be pos-
sible to run a domestic steel plant profitably. With protection, profits sufficiently
high to justify domestic production may be generated and in this case the initial
linkage has created the possibility of setting up local production by generating a
demand for the product. However, if protection is essential, these profits can
only be earned through the intervention of the government. If the local steel
does not become competitive over a reasonable time period, the economy will
have lost potential income through this mechanism. This sequence was relat-
ively common in protected import-substitute economies, where backward link-
ages induced the establishment of high cost suppliers.

Naturally, in some cases, linkage effects may be economically beneficial, cre-
ating a market for goods which can be produced competitively, or which can
become competitive over a period of time. The general point is that it cannot
be assumed a priori that simply because there is a domestic market for a com-
modity as a result of linkages, that this commodity immediately should be pro-
duced domestically. Where high protection is required to sustain such a linkage,
it is likely to be premature and the resulting output high cost. Where uneco-
nomic suppliers are set up, domestic users of the goods will be penalised and
their cost competitiveness will be reduced.

Production specialisation and dynamic increasing returns

The second element of the case for manufacturing’s special role is based on the
gains in productivity that arise through specialisation as an inter-related set of
new industries expand together. Here such benefits may be internal to indi-
vidual firms as well as external in the form of benefits to others. Growth of pro-
ductivity has been a central feature in many discussions of the role of
manufacturing industry. It is empirically well established that productivity per
worker is higher in manufacturing than in other sectors, such as services or agri-
culture. What is of particular significance, however, is the trend in sectoral
labour productivity over time, since a rising output per worker means more real
income for distribution within an economy.

There is a view with a long tradition in economics that manufacturing is the
only economic sector that, in the long run, is subject to increasing returns; that
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is, rising productivity as output expands. This originates in the distinction con-
ventional in the Classical economists, between increasing returns in manufac-
turing compared with diminishing returns in agriculture, with commerce treated
as an appendage of manufacturing.?? However, the engine of growth argument
cannot be based on a simple notion of economies of scale, where unit costs fall
as output expands, since such relations can be found outside manufacturing.
What it requires is a dynamic relationship — ‘dynamic increasing returns’ —
between growth of output and growth of productivity. Only in manufacturing, it
is argued, are productivity, and thus unit costs, linked with the cumulative
growth of output over time. The mechanisms are learning by doing, techno-
logical adaptation and modification and the gains from increased specialisation
as manufacturing activities are increasingly sub-divided into more specialist
forms. Unlike simple or static economies of scale, productivity gains arising in
this way are not linked with output at a point in time and are thus non-
reversible should output decline temporarily. However, full closure of an activ-
ity could, of course, cause the loss of such improvements.**

This argument goes beyond the discussions of externalities and linkages con-
sidered earlier, to suggest that the key element behind the productivity growth
that historically has occurred in manufacturing in many countries is the scope
for specialisation within manufacturing as the size of the market expands.?* This
allows increasing specialisation and differentiation between firms, in particular
as an increasingly complex network of supplier industries is established. The
scale of operation of these specialist producers is dependent upon the size of the
market for the products for which they provide inputs, so that as manufacturing
in general expands, firms have the opportunity to become more specialised and
reap the advantages of specialisation.?” Individual firms benefit from the exter-
nal economies provided by the greater specialisation of their suppliers, and simi-
larly at the branch level, growth of one branch may have its immediate impact
on the productivity of suppliers located in another branch. The important point
is that, in principle, the expansion of the market for a firm or branch can have
repercussions in terms of productivity and profits for a whole range of manufac-
turing activities. This provides a rationale for seeing industrial operations as an
inter-related whole, in which new investments are not planned in isolation
from each other.

In summary, from this engine of growth perspective shared by many Struc-
turalist and Radical authors, a successful manufacturing sector will generate
benefits to firms both within and outside the sector itself as well as to con-
sumers. In part this can arise when productivity gains in one firm lead to lower
costs and higher quality manufactured products used as productive inputs by
other producers or purchased as final goods by consumers. In addition, manufac-
turing expansion can lead to productivity improvements in other sectors. This
can arise from the supply side if high-quality capital goods, embodying new
technologies, are produced domestically rather than being imported at higher
cost. The demand effects from manufacturing can also stimulate productivity
gains, for example in agriculture where rising labour productivity is likely to
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result when job opportunities in manufacturing draw workers off the land. Simi-
larly if there is spare capacity in the transport and distribution sectors, produc-
tivity there will rise if greater manufacturing production leads to a higher
throughput in these sectors.

Clearly, caveats need to be noted. The strength of such effects must vary
with the stage an economy has reached and, even if the argument is accepted in
full, it cannot imply that manufacturing will retain a key role at all levels of
income, since as noted in Chapter 1, there is a well established tendency for the
share of manufacturing in total activity to decline as a certain income level is
reached. Even if external benefits in the form of learning and technical change
remain more important than in other sectors, demand patterns are such that
beyond a certain income the proportion of domestic expenditure on manufac-
turing will decline. Exporting can delay this effect, but up to now it has emerged
in all economies. Further there is no presumption of a unique pattern of manu-
facturing expansion that can maximise these benefits. Typically early growth in
low income economies is based on technologically simple labour-intensive
manufactures, like textiles and food processing. How rapidly it will be appropri-
ate to deepen the industrial structure to move into the production of parts,
components and capital goods will vary with the conditions of a particular
economy. All that one can say is that resource endowments, both current and
potential, institutional capacity and external market conditions will combine to
determine the speed at which it will be economically justified to move into
more sophisticated areas of manufacture.

Nonetheless, in general terms the engine of growth argument retains a valid-
ity. In the past it has been linked with a justification for protectionist trade poli-
cies, as a means of building up an integrated industrial base sheltered from
foreign competition.”® However, this is not necessarily a logical conclusion,
since the experience of the East Asian NIEs shows how successful export-based
industrialisation can create a very rapid expansion of the manufacturing sector
and in some cases a genuine deepening of the industrial structure. In fact, as we
have seen in Chapter 3, there is some evidence that benefits in terms of produc-
tivity growth are greater when output growth is concentrated in the export
rather than the home market, due to the competitive pressure and external
links associated with exporting. The question of the relationship between
foreign trade and manufacturing expansion brings us to the third theme we wish
to consider in this chapter.

The global economy

One of the critical distinctions between Neoclassical authors and their critics in
policy terms has been in attitudes towards foreign trade and the world economy
in general. The work of both Structuralist and also many Radical authors was
seen as a justification for the protectionist import-substitution programmes
pursued in the majority of developing countries from the 1950s to the early

1980s.
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In the 1950s the majority of economists writing on development problems
shared the widely held view of ‘export-pessimism’ regarding traditional primary
exports from developing countries. At various times, some of the major econo-
mists working on development issues, for example Nurkse, Prebisch, Lewis and
Myrdal, all commented upon the difficulty of expanding rapidly developing
countries’ exports of these goods.?” Since traditional primary exports were seen
as incapable of stimulating the domestic economy, local production of new
industrial goods for the home market was an obvious alternative. New industries
would inevitably be high cost in international terms, and would thus need some
protection from import competition. This was generally viewed as an acceptable
cost, which had to be borne if domestic industry were to become established.?®

The prospects of significant manufactured exports to developed countries
were not considered seriously at this time, given the relatively low level of
industrialisation in developing countries, at least outside Latin America.
However it is also clear that autarky was not widely advocated, and that the
potential gains from trade were not overlooked.” It is not that the significance
of export demand was ignored, but that from the perspective of the 1950s,
exports appeared unpromising as a source of demand for the newly established
manufacturing activities of developing countries. Critical to this atmosphere of
pessimism is the set of arguments put forward by the Latin American economist,
Raul Prebisch, during the 1950s and 1960s when he held senior positions first
at the Economic Commission for Latin America (ECLA) and then at

UNCTAD.”

The declining terms of trade

In pointing to an apparent decline in the prices of poor countries’ primary
exports relative to the prices of their imports, Prebisch in part provided an ex
post rationalisation for an industrialisation policy, which was already being
implemented in parts of Latin America. His empirical evidence on the trend in
the terms of trade of developing countries was subject to much, often critical,
comment, but nonetheless contributed to an atmosphere of scepticism concern-
ing the potential gains from trade for developing countries. His case for indus-
trialisation was predicated upon a basic distinction, also used in the
Dependency literature, between the rich countries of the centre specialised in
manufactures and the backward countries of the periphery, specialised in
primary commodities. Particular structural characteristics of these two groups of
countries were seen as determining their trading relationship. First, due to the
different functioning of labour and product markets, technology-induced pro-
ductivity changes were seen as having different price effects for the exports of
the two groups. For manufacturing, productivity growth in the centre is taken in
higher wages, whilst in the traditional export sector in the periphery it leads to
lower employment with a consistent downward pressure on wage rates. Markets
for manufactures in the centre are oligopolistic, with prices determined by a
mark-up on costs, whilst in the periphery they are competitive. Hence produc-
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tivity growth in the former leads to higher prices, whilst in the latter lower costs
are passed on to consumers in lower prices. In addition, arising from their differ-
ent production specialisation, there is a clear disparity between the income elas-
ticity of demand in the centre for the traditional exports of the periphery, and
the income elasticity of demand in the periphery for the manufactured goods it
purchases from the centre. The income elasticity of demand for the peripheries’
imports exceeds substantially that for its exports and hence the establishment of
new manufacturing industries, that would replace imports, was seen as a key
means of reducing demand in the periphery for manufactured imports.

In combination, these features of poor countries provided an explanation for
a long-run decline in the prices of the traditional raw material and agricultural
exports of developing countries relative to their manufactured imports from the
centre. This relative decline in their commodity terms of trade was taken as jus-
tifying government intervention in the process of foreign trade.’!

Prebisch’s policy prescription of industrialisation based on import-substitu-
tion follows from this analysis of the relations between centre and periphery. If
a long-term decline in the terms of trade was an accurate forecast of future
trends, as opposed to simply an observation from a particular period, it implies
that the route of continued expansion based on traditional exports cannot be
relied upon for sustained long-term growth. As Prebisch himself pointed out
later, it is rational to shift resources into new industrial activity even if this
activity is high cost by international standards, provided that the losses
sustained through the excess of domestic production costs over the costs of
comparable imports, are less than the income losses, which would result from
falling export prices as a result of the expansion of traditional exports.*

The Prebisch case relating to trends in poor countries’ terms of trade remains
highly relevant both theoretically and empirically. Theoretically, once one
accepts the assumption of different market structures in different groups of
countries, the Prebisch analysis becomes compatible with conventional Neo-
classical interpretations of trade. This follows since, if productivity growth
systematically shifts the supply curve for primary products to the right more
than that for manufactured products, and income growth systematically shifts
the demand curve for manufactures to the right more than that for primary
commodities, it is a logical conclusion that the relative price of primary com-
modities in terms of manufactured goods will tend to decline and, to the extent
that developing countries export primary products and import manufactures,
their commodity terms of trade will tend to fall.”?

Further, the argument has been extended from primary exports to labour-
intensive, technologically simple manufacturers. For example, if world market
prices are based on cost of production and new producers can enter markets for
labour-intensive commodities with ease, then there will be a tendency for the
costs of labour-intensive manufactures (that are still the dominant manufac-
tured exports of the poorest developing countries) to fall relative to skill or
capital-intensive manufactures as countries compete through reductions in wage
costs. The only way to prevent this process is for individual low-income
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countries to find market niches that will allow them to generate rents or extra-
normal profits. If they do not succeed in finding such niches, there will be a
tendency for real wages to be pulled down to the level set by the lowest cost
large world market supplier, which it is suggested at the turn of the new century
was China.**

Empirically more recent analyses of the question have generally found
support for Prebisch’s position on the terms of trade. Prebisch’s original analysis
used UK price series for British imports of primary commodities and exports of
manufactures as proxies for developing countries’ terms of trade. More recent
studies have used both different price series and considerably more sophisticated
econometric techniques and, in general, have concluded that when the analysis
is extended up to the 1980s there remains a secular decline in the export price
of primary goods vis-a-vis manufactures, of around 1% annually.”® Attempts to
explain this trend suggest that both the differential growth of wages between
manufacturing and primary activity (stressed by Prebisch) and raw material
saving technical change that conserves primary inputs (stressed by Singer) are
important in explaining this trend.’® The strongly negative impact of these two
effects on the price of primary vis-a-vis manufactured goods is partially offset by
the strong growth of world manufactured output, which pulls up primary prices
through its induced demand.

However, the key issue to consider here is the policy significance of these
results. First, even when Prebisch was writing, the generalisation that all poor
countries exported primary goods, whilst rich countries exported manufactures
did not hold. With the growth of manufactured exports from some lower
income economies starting in the 1960s, the pattern of world trade has shifted
even further away from this simple generalisation. What does appear valid,
however, is that primary exports remain of great significance to the poorer
countries, particularly in Africa and South Asia. Second, whilst most of the
debate has focussed on relative export prices (the so-called net barter or com-
modity terms of trade) in terms of export earnings, what matters is the income
terms of trade. Whilst relative primary export prices appear to have fallen since
1945, export volumes of primary goods have grown significantly over the same
period, allowing the aggregate purchasing power of primary exports to grow; for
example, at nearly 3% annually up to the early 1980s.%”

Naturally aggregate comparisons such as this mask problems for particular
commodities and countries specialised in these commodities. However, since a
declining commodity terms of trade for primary exports means a lower real
income growth relative to a situation of unchanged relative export prices, it still
provides a strong and persuasive case for diversification out of traditional
exports. This was the central insight of Prebisch, Singer and others and as a
policy recommendation it remains as valid now as forty or fifty years ago.
Finally, however, there is a related question not posed by Prebisch, but of key
concern today: is there a tendency for the commodity terms of trade for the
manufactures exported by developing countries (which from the poorer coun-
tries of the group are predominantly of a labour-intensive type) to decline secu-
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larly relative to the prices of manufactures exported by the developed
economies! This latter point raises significant questions regarding the pattern of
export diversification that should be aimed at. There is, in fact, evidence of
declining prices for developing country manufactured exports relative to prices
of their manufactured imports, as we have seen primarily it is hypothesised due
to heightened competition through low wage levels, associated particularly with
the expansion of manufactured exports from China since the mid-1980s.%

Infant industries: a justification for protection?

Prebisch used his results on the terms of trade to argue for an accelerated pro-
gramme of industrialisation to allow developing countries to diversify their
exports and save foreign exchange through import-substitution. However,
newly established industries will frequently not be in a position to compete with
more established producers abroad. The infant industry argument provided a
justification for not requiring such industries to face unrestrained import
competition, at least not initially. The infant-industry case for protection from
imports has a long history in economics, for example providing a rationale for
protectionism in the USA and Germany in the nineteenth century against the
competition from British goods. It clearly has a relevance to discussions on the
import-substitution industrialisation pursued in the majority of developing
countries post-1945, and it was influential in the thinking of early Structuralist
economists.” The infant industry case has evolved over time and one can
identify at least four separate strands in the argument to justify special treat-
ment for new industries.

Learning effects

At the centre of the argument is the simple proposition that new activities can
only be mastered effectively over a period of time — the ‘learning period’ — and
that new industries therefore cannot be expected to compete on equal terms
with established producers in other countries. The policy recommendation is,
for a limited period of protection from import competition either in the form of
import tariff or quota protection, whilst learning takes place. The expectation is
that, over time, costs of production in these infant industries will fall to interna-
tionally competitive levels and the economy as a whole will gain from their pro-
tection. In principle the argument can be applied to any form of economic
activity that produces internationally traded goods, but it has conventionally
been associated most closely with manufacturing industry on the grounds, dis-
cussed earlier (page 83), that the scope for gaining by experience, or learning-
by-doing, as well as specialisation due to an expanded market and technical
change, are greater there than elsewhere.
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Externdlities

In addition, the infant-industry case has been linked with the question of the
externalities generated by industrial investments. It is argued not only that the
costs of individual producers will fall due to learning, which is an internal
economy for them, but that the external benefits they create for others will also
grow over time. Positive externalities created by infant industries can arise at
different levels. For example, they can be external to an individual producer but
internal to the branch in which it operates; that is, the gains accrue to firms in
the same branch. The labour training externality, where skilled workers possess-
ing skills specific to a branch leave a producer for work in the same branch, is
an example of this. Alternatively the externalities could be external to the pro-
ducer but internal to the whole manufacturing sector; that is, benefits accrue to
firms within manufacturing with no systematic distinction between branches.
An example of this would be technical progress in the production of inputs,
such as capital equipments, used in a wide range of manufacturing activities. If
these equipments are either lower priced or higher quality there should be a
gain in profitability in their user activities. Finally, at the broadest level, exter-
nalities can be external to an individual producer and internal to the whole
economy; that is the extra incomes created by externalities can accrue any-
where in the economy. This would be the case, for example, if external effects
are in the form of changes in attitude towards work or decision-taking, so that
experience in manufacturing creates new attitudes that can be used produc-
tively in a wide range of other activities.

These arguments are normally illustrated using diagrams that relate costs of
production in infant producers to either time, or the cumulative output they
have produced at any one point in time. Figure 4.1, for example, shows the real

Costs/
price

Time t

Figure 4.1 Infant industry: learning.
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Figure 4.2 Infant industry: learning and externalities.

average cost curve AA of an individual producer over time, compared with the
cost, insurance, freight (cif) price of comparable imports MM. Import prices are
here assumed constant in real terms, and domestic costs are shown falling as
learning takes place. At the time t the infant ‘matures’ as costs fall to interna-
tionally competitive levels; beyond t costs are shown as continuing to fall, so
that exports should be possible. For the individual producer there will be a
short-run cost up to t, in the absence of import protection, to be balanced
against a longer run gain for the rest of its operation. Where import protection
is provided, the short-run cost is borne by the consumers or users of the output,
rather than the firm itself, since they must pay prices in excess of world levels. If
import competitor prices fall in real terms, MM will slope downwards in Figure
4.1, and the achievement of competitiveness will be delayed.

Externalities are introduced in Figure 4.2. Here it is assumed that not only do
the costs of the individual producer fall over time, but that other producers gain
from the external benefits the original infant generates. In this situation a
second cost curve is required EE, which shows the net unit cost to the economy
of the production of the infant producer. If other possible distortions or exter-
nalities are absent, this net economic cost is the infant’s own cost of production
minus the external benefits per unit of output that are created for others. The
consequences of the inclusion of EE in the diagram are that maturation occurs
more rapidly at time ¢, that the initial losses are lower and that the gains after ¢!
are greater, since net economic costs are significantly below the world price of
comparable imports. In other words, what is illustrated is that the case for
infant-industry protection is strengthened wherever positive externalities are
generated. If externalities are negative, EE will be above, not below, AA and
the opposite results will hold.
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Technology and technical change

One can extend the infant industry argument further by introducing aspects of
technology and technical change. Since many industries are characterised by
indivisible technologies, such that a critical minimum level of output (the
minimum efficient level of production) is required to introduce a new technol-
ogy subject to significant declining unit costs, trade protection or promotion
can be critical in ensuring that firms reach this critical minimum output.”® This
argument is illustrated diagrammatically in Figure 4.3.

We take a producer operating initially at a low output level. DD represents
domestic demand, Pm is the cost of imports in the domestic market, inclusive of
any import tariff, and Pe is the price obtained for exports. Transport and distri-
bution costs account for the remainder of the divergence between Pm and Pe.
At low levels of domestic demand such as OQ), unit costs of domestic produc-
tion are high and the supply line is horizontal at PdS. At this level of demand
local producers are uncompetitive even with protection. However when
demand grows beyond OQ* a new technology subject to falling unit cost can be
applied and is represented by the supply line SS!. If demand grows to OQ);, for
example, local production is competitive with imports (although protection
may still be required). Once demand reaches beyond OQ),, however, local

Pe

S1

o Q Q* Q, Q

Figure 4.3 Import protection and minimum efficient output.
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producers can compete internationally, since their unit costs fall below the
export price. Here, initially protected high cost firms have been able to expand
to become competitive exporters as a result of the initial support given by pro-
tection, since it is assumed that without protection (or promotion) demand
would not have reached the level of OQ* at which a minimum efficient scale of
production can be introduced.*!

Where this story departs from the Neoclassical one is in the ability of pro-
tected firms to move down the supply line SS'. The Neoclassical case asserts
that it will be far easier to exploit economies of scale by serving export markets
initially, since a protected domestic market gives firms too much scope for inef-
ficiency. This is often referred to as X-inefficiency. However, in their analysis,
for exports to occur requires either for firms to take losses on initial sales, at
lower output levels, or for some promotional support from governments. The
policy issue is whether special protection against imports or promotional
support can be used positively as a means to achieve cost reductions.

This latter possibility can occur if we introduce technical change into the
analysis. This can be done by relating technical change to the domestic market
position of firms, which will clearly be influenced by government trade inter-
ventions. Once one allows for market imperfections, one can make a case that
technical progress may be stimulated more by protection than by a liberal
foreign trade environment. This requires the behavioural response by enter-
prises that the larger is a firm’s market share the greater is its investment in pro-
ductivity improving technology. Hence if market share rises due to protection,
the more rapid will be technical change. The logic is simply that the larger the
scale of output, the greater will be the benefits to a firm of a given proportionate
decline in costs, so that there is a complementarity between production and
technological investment.*

Figure 4.4 plots the relation between technological investment or expendi-
ture and sales for individual enterprises. Line TT shows technological invest-
ment rising with output in response to the initial behavioural assumption and
line QQ shows how output grows as a result of lower costs due to technological
effort. Protection by improving domestic market share can shift the latter line
to Q,Q, so that for a given level of technological investment output rises. This
output rise will, in turn, stimulate more technological investment, so that once
again cumulative gains result. As before, if cost reductions are great enough,
exports may emerge. Once again this is quite a different story from Neoclassical
analysis and links with the late industrialisation discussion above. The key dif-
ference is that, whilst Neoclassicals can accept the logic involved, they would
argue that technical change under protection will not be economically efficient,
since producers would respond to distorted price signals. In the medium term,
therefore, even in a technologically dynamic sector, internationally competitive
producers will not emerge. The efficiency of technology choice is discussed
further in Chapter 6.
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Figure 4.4 Protection and technological effort.

Strategic trade theory: a new version of the infant industry case?

The initial version of the infant industry case, summarised above, was restated
from a different perspective in more recent debates on trade theory. During the
1980s, international trade theoreticians posed a series of challenges to Neoclas-
sical theory by dropping the standard assumptions of perfect competition and
non-constant returns to scale in models for analysing the welfare impacts of
trade flows. The analysis was concerned primarily with developed economies,
but several writers suggested it had an applicability to trade policy in the NIEs
and perhaps other developing economies.* Once one allows for declining unit
costs it is possible that comparative advantage in a particular activity can derive
from historical accident in that initial production happened to commence for
whatever reason (including government protective or promotional measures),
but once established, domestic firms could expand to become internationally
competitive. This argument links directly with the cumulative causation
approach to industrialisation summarised earlier (page 83).

Technically, once one introduces imperfect competition and increasing
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returns to scale, then a major conclusion follows, which is that, in principle,
successful producers can experience profits at above normal levels (since by defi-
nition perfect competition ensures that only normal profits can be generated).
Such super-normal profits or rents will vary with the market structure of indus-
tries, but once they are acknowledged to exist then there is the possibility that
strategic interventions in trade by governments can ensure that national pro-
ducers obtain a higher share of these rents than they would in the absence of
such interventions. Since rent is extra domestic income and some industries
will generate more rent than others, this provides a rationale for targeting and
supporting particular industries. Further, once one allows for government
activism each government of trading partners will have an incentive to inter-
vene in trade provided it thinks there is a possibility of other governments
intervening. This follows, since even though a country may be better off if no
one intervenes (that is, with free trade) it will be worse off if a trading partner
intervenes and it does not.* In other words, where rents accrue internationally,
government policy can influence how they are allocated between trading part-
ners, hence the terminology of ‘profit-shifting’ applied to this analysis. Much of
the policy discussion is conducted in terms of export subsidies, but conventional
tariff or quota protection can also be used in this context.

The analysis is of relevance to industries, for example like jet aircraft con-
struction or certain aspects of computer production, where there are only a
small number of possible producers from different countries and where the key
investors are aware of each others’ strengths. The critical role of government
intervention in this argument can be illustrated by reference to a simple pay-off
matrix in Table 4.1. We consider two producers in countries A and B. The
global market is only sufficient to support one firm. If both firms produce they
will each make losses (—$1 million), whilst if neither produces their profits are
zero. If one produces, but the other does not, the sole producer will earn
$5 million and the non-producer will earn zero profits. In Table 4.1 the first
figure in the matrix refers to returns to A and the second to returns to B. The
absolute values in the matrix are unimportant and the argument holds provided
any similar relative figures are used.

The point about this illustration is that the rational response for a producer
in one country in regard to whether to produce or not depends on what it
thinks the other producer will do. If a producer is convinced that the competi-
tor will produce, the rational response is to avoid entering the market since
there will be a choice only between zero profits (from not entering) and —$1
million (from both entering). This is shown in the first column of Table 4.1

Table 4.1 Pay-off matrix — gains for each country under alternative scenarios ($ million)

Country A Produces Not produce
Country B

Produces -1, -1 0,5

Not produce 5,0 0,0
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where country A always produces. If both A and B produce, they each lose
$1 million, whilst if B does not produce, but A does, the latter gains $5 million.
Column two shows the situation where A never produces. If it does not enter
the market, but B does, B gains $5 million. Where neither country enters, both
have a zero gain. Government strategic trade interventions in favour of a pro-
ducer may be critical in establishing the credibility of that producer’s threat to
enter a particular market, since whilst private firms on their own may not be
able to withstand initial losses from the dual entry scenario, with government
support they may.¥

However, as in the conventional infant industry analysis, this policy will
only be justified in economic terms in the context of declining costs, either due
to economies of scale in production, to learning, or to external benefits else-
where in the economy. If costs do not fall, so that the economy does not have a
potential comparative advantage in the activity concerned, the extra profits
accruing to the national producer will reflect simply a transfer from those who
bear the cost of the subsidy, who will be either tax payers or consumers. The
existence of declining unit costs raises the potentially important result that,
under some circumstances, strategic interventions of this sort in support of local
import-competing producers may in the longer-term lead to exports from such
firms. This possibility can be seen again taking a two-country/two-producer
case. If both start from a position of equal sales and unit costs, then in the
presence of declining unit costs, if one government supports its national firm via
either tariff protection or a production subsidy, this will have the effect of
expanding the production of the firm. As output grows, unit costs fall and the
firm becomes more competitive relative to the other producer. If both sell to a
third market output in the non-subsidised firm will contract as it cannot
compete in price, thus allowing a further expansion of the subsidised firm.
Finally, if unit costs decline sufficiently, the subsidised firm may start exporting
to the national market of its competitor, so that the initial support or protection
has created the basis for later exports. Here a strategic intervention has allowed
an economy to exploit a potential comparative advantage.

In relation to the strategic trade policy case, it should be clear that the indus-
trial structure discussed here is one of international oligopoly where world
markets are dominated by a few large firms. Hence there is the issue of the rele-
vance of this type of analysis for all but a few of the higher income developing
countries. The aircraft industry provides one reasonably well documented illus-
tration where the Brazilian government promoted exports of small jet aircraft
(such as the Brasilia) by a nationally owned firm.*® In most other instances in
this type of industry one will be considering investments by TNCs and, whether
support by host governments will be sufficient to induce a particular TNC to
invest in a new product in its economy. How far host governments can actually
influence TNC behaviour in practice is a subject for debate, since new product
development is rarely undertaken by them in developing country locations.
Hence this particular version of the infant industry argument remains some-
thing of a theoretical possibility rather than a practical option.
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Some qualifications

Theoretically, none of these arguments actually makes a totally convincing case
for protection per se. First, to justify the protection of infant industries one must
do more than demonstrate that costs fall to internationally competitive levels.
Infant-industry protection can be treated as a form of investment by the
economy with initial costs offset against later gains, when domestic costs of pro-
duction fall below world levels, technical change occurs and possibly positive
externalities are also generated. Strictly the case for protection requires that
over the lifetime of an investment, the discounted value of later benefits out-
weigh the discounted value of the initial costs. This can only be demonstrated
by a detailed cost—benefit appraisal of the infant producers’ activities and ex ante
it can be extremely difficult to anticipate where successes will occur. Second,
the Neoclassical position is to question why, if later gains outweigh initial costs,
firms themselves would not make the necessary investment in the absence of
protection. If the reason is due to market imperfections such as lack of access to
credit for new, relatively high risk activities, the Neoclassical policy prescrip-
tion is to go directly to the cause of the problem and reform the credit market,
rather than to adopt import protection as a means of encouraging the new
investment, since protection brings with it costs in terms of allocative ineffi-
ciency. Similarly, if the explanation for why the investment does not take place
is because many benefits are external, such as technical applications that can be
copied by others, the recommendation is to subside the activity, like R and D,
that generates the externality.*’ In practical terms, however, although protec-
tion may be theoretically a second-best means of promoting new activities, it is
relatively straightforward to introduce and certainly less difficult than financial
sector reform. It is also paid for by consumers rather than governments, whilst
subsidies, whether in the form of tax concessions or direct payments, are a drain
on government income; hence its attraction to policy-makers.

Empirical work on developing country experience with infant industry pro-
tection has been conducted as part of assessments of the efficiency of import-
substitution strategies. In general the judgement on infant industries set up as
part of import-substitution programmes is strongly negative, in large part
because, unless firms know they will at some point be subject to competition
from imports, they will have no incentive to improve efficiency and lower costs.
Empirical case studies on firms in a number of developing countries have shown
that learning is rarely an effortless or costless process. It is now common to dis-
tinguish between different forms of learning, with learning-by-doing as a result
of production experience only the most elementary. The implication is that suc-
cessful infants will need to purposefully pursue policies of raising their capacity
to understand, adapt and improve the technology they are using. Only such
technologically active firms will emerge as successful infants, and the shelter
provided by protection provides no incentive to seek out these various improve-
ments.”® Evidence from Korea suggests that a key factor in explaining the
success of infants there was the impetus to export at an early stage provided by
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government policy. Exporting exposed producers to both competitive pressure
and foreign designs and marketing techniques. Export sales at an early point in
the lifecycle of firms was made possible by cross-subsidisation, with firms selling
above their costs in the protected local market, but often below cost abroad.
The incentive to do this was to obtain benefits from the government through,
for example, access to low cost credit and the granting of licences for various
investment initiatives.*

A consensus on infant industry protection is difficult to achieve, given the
contrasting views. What can be said, however, is that whilst there is ample
empirical evidence that past protectionist policies have been associated with
economic inefficiency (see Chapter 3), because of acknowledged market failures
including externalities there is no general supposition that protection or promo-
tion of particular activities may not be economically rational. Promotional
measures may be less distorting in a theoretical sense, but they are more difficult
to apply and may be less transparent than is protection. However, the case has
to be made for specific interventions and current discussions of infant industry
protection suggest that it should not be applied as it was under old-style import-
substitution regimes, but rather that it should be selective, targeting particular
activities with competitive potential, and explicitly temporary, so that protec-
tion is not seen as a permanent source of income for producers at the expense of
consumers.

Conclusion

This chapter has examined what remains valid in the vast literature on industri-
alisation in developing countries that refuses to accept at face value the certain-
ties of the Neoclassical position. Of the three broad themes discussed here, on
the first, the role of the state, there is ample historical evidence most recently
from the NIEs that, under some very well defined circumstances, the develop-
mental state has undoubtedly had a positive role. Although developmental
states can become over-stretched or outlive their usefulness, as the events of
1997-98 in East Asia have shown. The implication is that a policy mix that
uses the market, where appropriate, but is not wholly subservient to it, can still
have a role to play in some countries, although simple blueprints for inter-
vention are not available.

On the second theme, that of the special role of manufacturing, again some
truth remains in the argument, since whether one produces potatoes or com-
puter chips is bound to affect longer-term growth prospects. Manufacturing still
has special economically desirable features. The real policy debate is how best to
utilise these and support the sector and how far such interventions should aim
to override market principles. The cumulative gains from manufacturing may
well be greater, however, in an open competitive trading environment and
exports may play a crucial role in such a cumulative process.

The discussion on the third broad theme on participation in the world
economy suggests that developing countries in principle have much to gain.
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De-linking from world trade and investment is not an option; however, choices
remain on how best to encourage new activities and on how to diversify
exports. Whilst there is ample empirical evidence that past broad-based protec-
tionist policies have been associated with high levels of economic inefficiency,
because of acknowledged market failures, including externalities, there is no
general supposition that protection or promotion of particular activities may
not be economically rational. Although in theory, as we have highlighted,
special support and encouragement for new activities can be justified, particu-
larly on the grounds of technical change, the case has to be made for specific
interventions and the form they take needs to be examined carefully. We return
to some of these themes in Chapters 7 and 8.
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5 Small-scale industry
Is it really beautiful?

Size of industrial units in developing countries has held something of a fascina-
tion for economists. From different theoretical perspectives small enterprises
have been viewed as alternatively:

e the main appliers of appropriate technology and producers of appropriate
products;

e efficient labour-intensive users of limited investment funds;

e aseedbed for entrepreneurship;

e and the mechanism for generating production specialisation and external
economies.

We consider these varying claims in this chapter. However, at the outset, it is
necessary to clarify what is meant normally by the term ‘small-scale enterprises’
(SSE) and to give some indication of their continued importance in many
developing countries.

Definition of small-scale enterprise

Most definitions of SSE focus on number of workers employed in an enterprise.
A common set of distinctions is set out in Table 5.1.

The classification of Table 5.1 differentiates between very small household or
cottage enterprises using traditional technology and family labour and very

Table 5.1 Definition of scale

Enterprise category Number of workers
Household/cottage 0-4

Micro 0-9

Small 10-49

Medium 50-99

Large above 100

Source: Adapted from Cortes et al. (1987) Glossary.
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small micro enterprises that use hired labour and a form of factory-based pro-
duction located in workshops rather than the home. Precise definitions can vary
between different academic studies and also between official statistical sources,
which sometimes complicates comparative work. The main alternative to the
use of employment data is to distinguish between scale on the basis of the value
of capital assets. This has an advantage where labour employment is temporary
or seasonal, but has the disadvantage, particularly at the larger end of the size
scale, that asset data are normally only available at historical book values,
which may be a very poor indicator of replacement cost.

An obvious reason why SSE have attracted so much attention in developing
countries is that, in many cases, they provide the bulk of employment within
the manufacturing sector. Although given their relatively low labour productiv-
ity, they are much less important as a contributor to manufacturing value-
added. It is now a reasonably well established historical pattern that as
economies develop and incomes rise, the share of both cottage and micro enter-
prises in manufacturing employment declines, as their markets are taken over
initially primarily by modern small and medium enterprises and at a later stage
by larger firms. The precise mix between these latter three size categories will
vary between cases, but the expectation is that beyond a certain income level
the role of large enterprises in manufacturing employment will start to increase
significantly.

Accurate data on the size distribution of manufacturing employment is rare,
but most estimates support the broad trend noted above. In the 1960s and 1970s
small manufacturing enterprises (0—49 workers) accounted for over 50% of
manufacturing employment in countries for which data were available.! More
recent comparable statistics are difficult to obtain but there is evidence that the
employment share of these firms remains important in many cases and that their
employment has grown rapidly in a number of countries, particularly in Africa.
Table 5.2 gives some illustrative data from different sources for the 1980s. The
usefulness of the data for comparative purposes is weakened by the lack of
agreed definitions in the original sources.

Table 5.2 confirms the very large role micro and small firms play in employ-
ment creation in low-income economies in Africa and Asia. Even in Latin
America where incomes are higher and larger enterprises are more important in
terms of employment share, there is still an important small sector (although in
many countries these small firms are defined as those with less than 100
workers). However, one feature of developing countries’ industrial structure is
that, in many countries, large numbers of micro and cottage firms co-exist in
some sectors with several large firms. This creates a pattern in the size distribu-
tion often termed the ‘missing middle’, as in employment terms firms employing
between ten to ninety-nine workers are substantially underestimated in compar-
ison with the distribution in developed economies.’

Not only do small firms continue to play an important role in manufacturing
employment in low-income economies, in some cases there is evidence that this
role is increasing. In several sub-Saharan African countries during the 1980s,
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Table 5.2 Employment share in manufacturing for different sizes of firm (1980s and

1990s (%))

Country Year Micro Small Medium Large
Indonesia® 1986 53 15 32

Nepal® 1986-87 57 25 18
Zambia® 1985 83 1 16

Mexico? 1985 24 9 67
Boliviad 1984 24 15 61
Bolivia® 1994 26

Columbia? 1985 22 14 64
Ecuador! 1985 35 12 53
Argentina’ 1993 45

Ecuador! 1996 38

Paraguay’ 1997 41

Uruguay' 1995 58

Venezuela' 1995 40

Notes

a Indonesian data come from Tambunan (1991) Table 1. Micro firms have less than 5 workers;
small firms have 5-19 workers; large and medium firms are grouped together as those that have 20
or more workers.

b Data on Nepal come from the Government of Nepal (1989). Asset values are used for the size
categories; small firms are in the lowest asset value group; large firms are in the highest asset value
group; medium firms are the rest.

¢ Zambian data are reported in Liedholm (1992). Micro firms are those with 0-9 workers; small
firms have 10-49 workers and large and medium firms are grouped together as those with 50 or
more workers.

d Mexican data come from Government of Mexico (1989). Data on Bolivia, Columbia and

Ecuador are reported in Spath (1993). In all these cases small firms are those with 0-49 workers;

medium firms are those with 50-99 workers and large firms have 100 or more workers.

Data on Bolivia for 1994 come from Peres and Stumpo (2000)

f Data come from Peres and Stumpo (2000). Here medium covers firms in both small and medium
categories, that is up to 99 employees.

o

SSE (defined as enterprises with less than fifty workers in all sectors not just in
manufacturing) provided over 40% of the new jobs created. In two cases, Zim-
babwe and Swaziland, the share in new employment from SSE over 1981-90
was as high as 86% and 92% respectively.” The bulk (nearly 80% averaged
across all five countries surveyed) of these new jobs was from new enterprises
starting up, rather than the expansion of established firms. How stable this new
employment will be is unclear since a significant part of the high job creation in
SSE s likely to be in the form of very small micro or household units formed
due to the redundancy of the head of household. In response to the loss of a job
in a larger firm or in the civil service, a household or owner enterprise may be
set up. This type of employment may be low productivity with little scope for
future growth, but may still offer an income above what could be earned in any
feasible alternative activity. It provides a survival strategy for the households
concerned rather than a dynamic growth path. The general pattern of SME
births and deaths in poor countries has been described as one of ‘churning’ with
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high birth rates (averaging over 20% a year in many countries) and almost as
high closure or death rates. Jobs created by new start-ups are seen as less stable
than those created from the expansion of existing small firms, on the grounds
that the latter are more likely to respond to the pull of demand factors, whilst
the former are more likely to reflect the push of supply conditions (that is, the
lack of alternative income opportunities).*

In Latin America small and medium-sized firms have been a source of
dynamism, increasing their production in most countries in the 1990s and in
some instances increasing their share in total industrial activity. Labour produc-
tivity in these firms rose substantially over this period in most countries,
although in a majority of cases, this was accompanied by falling levels of
employment. However, the trend is very varied since in Mexico, Chile, Colom-
bia and Peru numbers employed in these firms grew over at least part of the
1990s.>

Generalising about the representative SSE is difficult given the diversity
amongst enterprises with less than fifty workers. However we can think of
stylised facts about representative firms as a means of drawing distinctions
between them. At low levels of development and income per capita, such a firm
is likely to be a one-person, household-based firm; examples of common activ-
ities are tailoring and knitting, woodworking, metalworking, and the production
of cheap consumer goods, such as mats and baskets, and simple repairs. Such
firms are likely to be financed exclusively from the savings of the household
concerned or their family and friends. They will serve local markets with
natural protection from larger firms in the form of their low charges and know-
ledge of local needs. At lower income levels they will tend to be rural rather
than urban based and to a disproportionate degree be run by females rather than
males. As income per capita rises the representative SSE is likely to be a micro-
enterprise based either in the household or in a workshop or small factory.
Activities may be similar to that at the earlier stage but with greater scale and
sophistication through the use of a modern rather than traditional technology;
in addition baking, brewing, and the supply of various building materials may
become more important. Here some external savings, either from banks or
money lenders, may be used to supplement family resources. Markets will be less
local and aimed less obviously at very low income consumers and an increasing
proportion of enterprises will be urban-based. Finally, at a more advanced stage
the representative SSE may be a small modern manufacturing unit engaged in
making clothing, metal products, furniture, baking and other foods, and perhaps
also chemicals, paints and various tools. Some external credit will almost cer-
tainly be used from either banks or possibly suppliers or customers. Although
the local market remains predominant at this stage, the firm may also export a
proportion of its output or may compete domestically with higher priced
imported goods. This type of firm will be factory-based with hired labour and
will probably use modern, but older, technology.®
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Small firms and appropriate technology

The concept of an appropriate technology has played a major role in a discus-
sion of the merits of SSE in developing countries. It is usually interpreted as a
technology with characteristics suited to the conditions of low income
economies.’” Typically the characteristics of such a technology include:

e the use of relatively large numbers of workers per unit of monetary invest-
ment;

e  the use of local materials and inputs rather than imported alternatives;

e relatively uncomplicated technological processes that can be handled by
national technicians and workers;

e the production of low cost, unsophisticated products that are suited to the
needs of low income consumers, who are the majority of the population.

In other words, appropriateness is linked with low capital-labour ratios; low
shares of imports in total cost; a low use of foreign experts and the production of
simple products aimed at the low income segment of markets. Such technology,
it is argued, will use less financial resources, generate more employment and suit
the needs of local consumers. The significance for the present discussion is the
expectation that it will be predominantly small firms that will employ this type
of technology. To illustrate we can take the example of textiles, which can be
produced in several alternative ways. There is large-scale production in modern
mills; an intermediate alternative based on power-looms in small factories and
handlooms based in homes or small workshops. The factor-intensity of these
three alternatives will be quite different, with the former using far more capital
per worker employed. Also the quality of finished goods will differ with the
former providing goods to an international standard. By the criteria noted
above the latter two can be seen as the appropriate alternatives. Further
examples that are analysed in the literature include technologies for sugar, tex-
tiles and rice milling.®

Small firms and efficient technology

An ambiguity that exists in the definition of appropriate technology relates to
its link with economic efficiency in the Neoclassical sense discussed in Chapter
3. Clearly, to be appropriate, a technology must be efficient, otherwise it will
involve income losses for an economy. If we define appropriateness in terms of a
set of characteristics, such as labour-intensity, there will always be the possibil-
ity that, given the resource endowment of a particular economy, a technology
identified on the basis of a common characteristic will not be economically effi-
cient. However, it has been argued that small-scale labour intensive technol-
ogies are often more efficient in developing country conditions than larger-scale
capital intensive alternatives. Examples cited are sugar processing in India and
Kenya, pineapple-canning in the Philippines and Taiwan, rice milling in the
Philippines, maize milling in Tanzania and spinning in Thailand.’
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The Neoclassical interpretation of technology choice, whilst highly simplified
in that it assumes infinite factor substitutability and the use of only two factors
(so one can always produce the same output using more labour to substitute for
less capital and vice versa), is nonetheless helpful in bringing out clearly the role
of relative factor prices in determining efficiency in technology choice. Figure
5.1 shows the standard two factor analysis with a convex production isocost
curve (CC) showing how a given output can be produced by varying combina-
tions of labour and capital; at any point on CC cost and output will be the same,
but at each point there will be different combinations of the factors of labour and
capital used in production. The desirable combination can only be determined
when one knows the relative prices of the two factors, which are shown by the
straight line AA. Costs are minimised for a given output at X, which is the point
of tangency between the price line AA and CC. Hence with a new price line
AA! there will be a new point of tangency and a new cost minimising point at
X!. The important issue illustrated here is that, as drawn, the steeper the price
line, the higher is the cost of labour relative to capital. AA! therefore reflects a
situation where labour is cheap relative to capital, whilst AA reflects one where
it is relatively more expensive. The two cost minimising points X and X! differ
significantly in the combinations of capital and labour used in each. X!

Capital A

N Al

Labour

Figure 5.1 Choice of technology.
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reflecting the relatively low cost labour scenario, has a much lower capital to
labour ratio. Hence the demonstration of the intuitively persuasive point that, in
economies where labour is relatively abundant and capital relatively scarce, the
appropriate or desirable technology should be labour-intensive in the sense of a
lower capital to labour ratio to produce a unit of output. A shift to such technol-
ogy will increase jobs per unit of investment and thus contribute to employment
creation. An important strand in the Neoclassical literature has been a critique
of past policies, which shifted prices of capital and labour away from their true
scarcity values and thus distorted technology choice. Minimum wage legislation,
overvalued exchange rates and interest rate controls, it was argued, all combined
to raise the labour—capital price ratio and thus to encourage greater capital
intensity and, from that, the use of inappropriate technology.

The analysis in Figure 5.1 is clearly simplified and omits important practical
issues. For example, there may be only a limited scope for replacing one factor
by another; quality of product may differ when factor combinations change; the
choice of technology may influence not just costs but also re-investment possi-
bilities and income distribution; and labour will not be an homogeneous factor,
but will reflect workers of varying skills. Nonetheless, whether SSE are both
more labour-intensive than larger enterprises and more economically efficient
needs to be demonstrated, rather than simply asserted.

The case can be summarised as follows; if SSE are more labour intensive, for
a unit of output of standard quality:

(KIL), < (K/L), (5.1)

where K and L are units of capital and labour per unit of output and subscripts s
and [ refer to small and large firms, respectively.

However for efficiency to be higher, a lower K/L is not enough, since effi-
ciency is measured as a return on capital given as:

(VA= L*w)/K (5.2)
and we require:
((VA = L*w)/K),> (VA — L*w)/K),>r (5.3)

where K, L, s and [ are as above,

VA is value-added per unit of output,

w is the economic value of each unit of labour,
and r is the economic discount rate.

Equation (5.2) can be thought of as the rate of economic surplus or returns
per unit of capital input. Even if condition (5.1) holds, the lower capital labour
ratio may be offset by lower labour productivity in small firms (VA/L), so that
condition (5.3) need not be met. The inclusion of the discount rate r in (5.3) is
to ensure that not only is the small firm superior to the large, but that it is also
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economically efficient in the sense of generating a return above the opportunity
cost of capital.!

An equivalent approach also adopted in some studies is to express (5.2) and
(5.3) as benefit—cost ratios. Now, for a small firm, the benefit—cost ratio is:

(VA/(r.K+w.L)), (5.4)
and equation (5.3) becomes:

(VA/(rK+w.L)),> (VA/(r K+ w.L)), (5.5)

Since the discount rate is included in the cost calculation here efficiency in an
absolute sense requires that benefits exceed costs, which is benefit—cost ratio of

above 1.0.

Size and factor proportions

Within certain sectors there is clearly a range of technology choice implying
differing capital intensity. Further, at the aggregate level of all-manufacturing
from census and survey data across countries there is a clear tendency for capital
to labour (K/L) ratios to rise with firm size.!! What is less clear, however, is how
far this is due to smaller firms being located in labour-intensive sectors and how
far within one sector smaller firms are always more labour intensive. More disag-
gregate data is more ambiguous on the link between size and capital intensity.
Table 5.3 illustrates the problem with Mexican industrial census data. Capital
intensities are given for all-manufacturing, for the sub-sectors Food, Drink and
Tobacco and Machinery and Metal Products and for two branches within these
sub-sectors.

Table 5.3 Capital intensity in Mexican manufacturing (1993)

Capital-labour ratio (thousands of pesos)

Size of fm All Food" Baking® Machinery!  Air-conditioning®
(employees)
0-10 24.9 23.7 23.8 32.5 41.7
11-50 35.6 46.0 13.5 32.0 24.9
51-100 56.3 72.2 25.7 44.5 30.8
Above 100 105.5 95.5 94.5 58.9 39.7

Source: Government of Mexico (1995) Table 8.

Notes

a All-Manufacturing.

b Food, Drink and Tobacco, Census category 31.

¢ Baking, Census category 311503.

d Machinery and Metal products, Census category 38.

e Air-conditioning and Refrigeration equipment, Census category 382206.
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It can be seen that at the aggregate level the capital-labour ratio indeed rises
with the size of firm.!? Capital intensity varies significantly between different
parts of manufacturing but for the sub-sectors shown the same link between size
and capital intensity holds with the minor exception that for Machinery and
Metal Products micro firms (ten employees and below) are slightly more capital
intensive than small firms (eleven to fifty employees). However, once one looks
at the six-digit level of disaggregation, the relation between size and capital
intensity is more ambiguous. For the branches selected, micro firms are now by
no means the least capital-intensive. For Baking they have a capital-labour
ratio nearly twice that of small firms and only a little lower than that of medium
firms. For Air-conditioning equipment micro firms are the most capital-
intensive with a capital-labour ratio that exceeds even that of large firms (100
workers and above). For both these two branches the lowest capital-labour ratio
is found for medium-sized firms."

Size and economic efficiency

The result that small firms may be relatively capital intensive in some lines of
activity, because they operate at low levels of both labour and capital productiv-
ity, is paradoxical, but far from new."* What is of more significance is the evi-
dence on size and economic efficiency, since minimising the K/L ratio on its
own is not a rational economic criteria. Even if labour has a zero economic cost
(a highly unlikely scenario even with open unemployment due to the higher
resource costs associated with higher consumption due to employment), effi-
ciency requires maximising the value-added to capital (VA/K) ratio rather than
minimising the K/L ratio (see equation 5.2). What is important to consider,
therefore, is the evidence on the comparative performance of different sizes of
firm in similar industries.

A priori, despite some rather simplistic notions on the automatic superiority
of small firms, there is no reason to expect that there will be an unambiguous
relation between size and performance that holds for all forms of manufacturing.
Arguments on the benefits of size work in conflicting directions. In some
sectors, it may be that technological indivisibility means that economies of
scale in production are so significant that small producers are bound to operate
at much higher unit costs; steel and cement are examples where such scale
effects may be critical. In other activities, for example in parts of electronics,
economies of scope, reflecting the ability of large firms to co-ordinate a range of
diverse activities, such as marketing, input purchases or innovation, may also
create a cost advantage. On the other hand, small firms may have advantages in
terms of knowledge of particular local markets, particularly those like simple
textiles or engineering repairs aimed at low-income consumers. Furthermore, in
specialist niche markets, such as fashion clothing or shoes, small enterprises may
exhibit greater specialisation and flexibility in response to changing markets.
When this is combined with a geographical concentration of small firms and
their suppliers, external economies of location may also create competitive
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advantages.”” Given such contradictory potential effects, the expectation must
be that there will be clear variations in the size—performance relation between
different branches.

A simple means of assessing comparative efficiency is to use Census data for
different size categories and to estimate a version of either equations (5.2) or
(5.4). This approach has the limitation that, unless very disaggregate Census
classifications are reported, firms producing dissimilar products may be picked up
in the comparison. Further, the capital stock figures may be particularly suspect.
Undervaluation is more likely than overvaluation and if this is more of a
problem for small firms, this could exert an upward bias in their estimates rela-
tive to those of larger firms. When this approach is used, different size categories
are found to have the highest economic return in different countries.!® The
approach is illustrated in Table 5.4 using the same Mexican Census data as in
Table 5.3.

The results in Table 5.4 reveal a wide difference between branches of manu-
facturing. In the aggregate small firms clearly have a higher return to capital
that do larger firms. Small firms (11-50 employees) have slightly higher returns
than micro firms (0-10 employees). Within sectors and sub-sectors the pattern
varies. In Food, for example, micro firms have the highest returns, followed by
large firms (above 100 employees); in the Baking branch of Food, small and
large firms have the highest returns with almost equal rates of return. In
Machinery in the aggregate micro firms have higher returns than large firms,
whilst in the Air-conditioning equipment branch the reverse holds. However,
in both the aggregate Machinery sector and its Air-conditioning sub-sector,
firms in the 11-50 size group have the highest returns. Everywhere it is the
medium sized firms (51-100) that have the lowest returns."”

A more accurate means of assessing the impact of scale on performance is to
compare firms of different size operating under a similar market environment

Table 5.4 Economic returns in Mexican manufacturing (1993)

Economic return per unit of capital

Size of fm All Food" Baking® Machinery!  Air-conditioning®
(employees)
0-10 0.65 0.88 0.53 0.50 0.56
11-50 0.67 0.72 0.92 0.63 0.82
51-100 0.37 0.41 0.33 0.36 —0.004
above 100 0.42 0.76 0.92 0.47 0.65

Source: Calculated from Government of Mexico (1995) Table 8.

Notes

a All-Manufacturing.

b Food, Drink and Tobacco, Census category 31.

¢ Baking, Census category 311503.

d Machinery and Metal products, Census category 38.

e Air-conditioning and Refrigeration equipment, Census category 382206.
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and producing identical products. Some examples of this approach are available
using versions of either equations (5.2) or (5.4). One of the most detailed
studies that is cited frequently in the literature compares economic returns in a
range of activities and countries for small (below fifty workers) and large (above
fifty workers) firms.!® The striking conclusion is that, in all cases, small firms
were more efficient and, with very few exceptions, large firms were economic-
ally inefficient in that they generated a negative economic surplus. Table 5.5
gives their results. One interpretation is that the large firms have benefited from
trade protection and hence, in economic terms, their effect on the economy is
negative. However, the results appear extreme, since such a high proportion of
negative returns in a sample suggests a distinct bias in selection.

A rather different picture emerges from work on Colombia, which looked in
detail at relatively large samples of metalworking and food processing firms."
Table 5.6 gives the benefit—cost ratio (following equation 5.4) for these firms by
size category. The results in Tables 5.5 and 5.6 are not directly comparable since
the former uses a version of equation (5.2) and the latter equation (5.4). What
is of interest is the comparison within the tables. Whereas the data in Table 5.5
are unequivocal that small scale is always more efficient, the results in Table 5.6
suggest that for both activities in Columbia efficiency generally rises with size of
firm. However, the food processing firms are mostly small and there is no com-

Table 5.5 Rate of economic return in large and small firms®

Large Small
Botswana
sorghum beer 1.3 1.9
Egypt
clothing 0.17 0.42
metal products -0.03 1.03
Honduras
clothing -0.21 0.45
furniture —0.26 0.58
shoes -0.22 1.02
leather products -0.21 0.79
metal products -0.24 0.23
Jamaica
clothing —0.11 0.86
furniture —0.0004 1.73
shoes —0.06 247
metal products 0.17 0.56
Sierra Leone
clothing -0.27 0.59
bread —0.11 0.12
rice milling —0.30 0.80

Source: Cited in Stewart and Ranis (1990) Table 2.

Note
a Economic return is close to equation (5.2) and is defined as value-added minus a capital charge
(at the economic discount rate) and labour costs (at a competitive wage) divided by capital stock.
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Table 5.6 Benefit—cost ratio for metalworking and food processing firms in Columbia

Size Number of firms Metal working Food processing
(number of employees) benefit—cost ratio® benefit—cost ratio®
1-10 13 1.47
11-20 16 1.82
21-40 15 1.55
41-60 11 1.96
61+ 8 2.07
1-7 11 2.11
8-15 11 2.62
16-29 8 2.87
30+ 6 3.08

Source: Cortes et al. (1987: 104) Table 3.8.

Note

a Benefit—cost ratio is what the authors term the private benefit—cost ratio, since outputs and inputs
are not valued at economic prices. It is similar to equation (5.4). Values shown are averages for
each size category.

parison between firms above and below fifty workers. In this case all that is
shown is that, within the category of small firms, those at the larger end of the
size range have higher returns than others. Another detailed study, this time on
India, also reports profitability data (which implies a ratio similar to equation
(5.2)) for a large sample of Indian firms in six sectors.’® In three (machine tools,
powerlooms, and soap) returns in large firms (above fifty workers) were above
those in small firms (below fifty workers) and in three others (printing, shoes
and metal casting) the reverse held.

The data from these studies on Colombia and India are in no sense defini-
tive. We put them forward here simply to caution against accepting simple gen-
eralisations such as those implied by the results reported in Table 5.5.
Furthermore there can also be some variation in performance within the SSE
sector. Recent studies for Ghana and Palestine find that within the SSE sector,
enterprises above ten workers are, in general, more efficient than micro firms
using a profitability measure of efficiency.?! For Ghana it is clear that the major-
ity of these firms bring in very little income for their owner—managers and that
when the latter’s time is costed at the minimum wage the return on assets in
these firms is generally negative. This is clear support for the view that in many
countries (and particularly in sub-Saharan Africa) small enterprise development
is predominantly a survival strategy for the owners, rather than a source of long-
term dynamism.

Obstacles to small firms

Indirect evidence questioning the inherent efficiency of SSE in developing
countries comes from the substantial literature on the problems they face. The
vast majority of new firms setting up production in low-income countries are
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small in terms of employment and capital. There is evidence from a wide range
of countries and market environments that the bulk of these new firms either
remain small or disappear, either due to closure or to a move into another line
of activity. Nonetheless, a minority do grow and some graduate into the cat-
egory of small to medium or even large firms.

Although there appears to be no shortage of entrepreneurs willing to commit
their time and resources to new small-scale activities, the failure or closure rate
of such firms is generally high.?> Closure rates can, of course, be due to personal
reasons, such as ill health or new employment opportunities, rather than finan-
cial failure. In general, risk of going out of business is highest in the first three
years of operations. If this period can be survived, there is a much higher chance
of firms growing over time. Direct evidence on the extent to which this gradua-
tion takes place is scanty. Not surprisingly, experience varies between countries
with a tendency for the move from micro to small-medium categories to be
greater in higher income developing countries. For example, to the extent that
we have broadly comparable data it appears that graduation, in the sense of
micro enterprises growing into firms with more than ten employees, seems more
common in Latin America and Asia than in Africa.”

Even within a region, patterns still differ. Data from sub-Saharan Africa
suggest a higher rate of graduation in Kenya, Botswana and Swaziland than in
Malawi and Zimbabwe, for example.?* However, from the other perspective, in
these African economies the vast majority of micro firms, as much as 99%, do
not graduate to a higher size category. Where such firms do grow they tend to
do so by adding only relatively small numbers of workers to the average firm. In
the aggregate, however, these individually small increases in jobs nonetheless
may still account for a substantial proportion of total new job creation.?

A dynamic SSE sector should be a source of strength to an economy and the
inability of the majority of small and micro firms to expand significantly has
prompted a focus on particular problems faced by SSE. The literature is exten-
sive and here we consider only some of the more important aspects of the
debate. The discussion is organised around the general heading of the function-
ing of markets, which can be approached from both Neoclassical and altern-
ative perspectives. We commence the discussion with a consideration of what
we term Radical arguments, since in general the Radical development literature
has had a particular concern with the role of SSEs.

SSE and the functioning of markets — a Radical perspective

In the 1970s, the Radical literature used the concept of petty-commodity pro-
duction to analyse the position of micro enterprises.”® The arguments are not
really appropriate to firms employing more than ten workers and probably not
to the larger micro firms who use wage labour. The analysis can be seen as an
extension of the work of those who attempted to adapt classical Marxist analysis
to the new conditions of what was termed ‘peripheral capitalism’. Within clas-
sical Marxism history can be analysed from the perspective of different modes of
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production, reflecting different structures of social relations. In any actual
society different modes may co-exist, although one will dominate. In the history
of developed economies the capitalist mode came to supersede all earlier modes
and, in doing so, raised material wealth substantially. However, the key argu-
ment is that in the conditions analysed as peripheral capitalism this process is
stunted and blocked by the impact of external economic forces, so that pre-
capitalist and capitalist modes can co-exist over a long period without capital-
ism playing its expected progressive role in improving material conditions.

The petty commodity mode of production is the pre-capitalist mode, which
has been used to analyse small micro enterprises. Petty commodity production
can be seen as production for a market that does not involve wage labour, since
it is by small independent producers owning their own means of production or
capital assets. Labour is provided by owner—employees, family members or non-
wage workers, such as apprentices. The relevance of this analysis for the present
discussion is that, within this paradigm, it has been argued that petty commod-
ity production is both integrated into capitalism and subordinated to it. Small
micro producers are exploited in their relations with larger capitalist firms in the
sense that value they generate is transferred to the large-scale sector. Hence, the
network of links between large and small firms is seen as the primary reason why
so few micro firms graduate to the ranks of larger capitalist enterprises.

Theoretically what is involved is a further application of the unequal
exchange model noted in Chapter 4, but applied here to internal not inter-
national market transactions. Various forms of market power exercised by large
firms will combine to lower the prices small firms receive for their output and
raise the prices for the inputs they purchase from large firms, for example under
sub-contracting arrangements.’’ Such manipulations of market relations gener-
ate very low incomes in the micro sector and, in this argument, this has the
important consequence of lowering wage costs for the capitalist sector. Wages
are kept low both because the income that can be earned in petty production,
which can be seen as the alternative foregone, is low and because micro enter-
prises will supply low quality consumer items or wage goods at low prices.?®
Hence the petty producers play a central role in maintaining the profitability of
the capitalist sector, whilst, given its peripheral and externally dependent
nature, domestic capitalism is incapable of creating the conditions under which
petty production will become increasingly unimportant, due to growing wage
employment. The logic of this case implies that whilst individual small enter-
prises may prosper, the small-scale sector in general will remain permanently
impoverished, since this condition is essential for the growth of the large-scale
capitalist sector.

As with much of the Radical-Dependency literature this argument is now
taken rather less seriously than it was thirty years ago.?” First, it is certainly not
universally the case that the petty production sector is sufficiently large or spe-
cialised in wage goods for it to have the central role in lowering wage costs to
the capitalist sector that is implied in the above analysis. This may still hold in
many of the lower income economies, particularly in Africa, but is less likely to
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be true in Latin America or East Asia; there, wage goods are produced predomi-
nantly by capitalist enterprises, since incomes are sufficiently high for the low
quality products of petty producers to be only a small proportion of labour’s con-
sumption. In addition, in much of this literature, there is an explicit tendency
to equate market transactions between large and small units as inherently
exploitative. Sub-contracting by large firms who supply petty producers with
materials is the obvious example. Theoretically, within the logic of the unequal
exchange model as applied to domestic transactions, the existence of lower
remuneration in the petty commodity sector in itself does not prove that the
latter is exploited. Low remuneration may be simply a reflection of low produc-
tivity and low alternative income earning opportunities. Historically there are
well-documented examples of sub-contracting proving beneficial to both the
large and small enterprises involved. Hence the assertion that it is inherently
exploitative and a block on the development of the small sub-contractors
requires a clear theoretical substantiation. Finally, the crux of the theoretical
case rests on the peripheral model of capitalism that asserts that normal capital-
ist development in low-income economies is impossible due to external depen-
dence. Growth that is subject to the dynamic of external forces means that
petty commodity production must persist if the overall system is to function.
However, as we discuss in Chapters 4 and 7, this dependency interpretation of
recent economic history is dubious and hence if we reject the peripheral capital-
ism model there seems little reason to take seriously an analysis of the small-
scale sector that rests upon it.

SSE and market distortions

From a totally different starting point, Neoclassical theory can also be used to
construct a case for policy biases against SSE.*® The argument is that, due pri-
marily to government interventions in markets, prices of factors or key resources
are distorted in a way that is biased against small firms. In some instances, small
firms also face different prices to those paid by larger firms although here it must
be recognised that these differential prices do not always work against SSE.
Taking the differential pricing argument first, small firms will typically have
lower wage costs per worker than large firms due to their exemption from any
national insurance or related contributions. Further, those at the micro end of
the scale will not normally be fully incorporated into the tax system and will
thus have a zero or very low marginal tax rate. On the other hand, these advan-
tages may be offset by the higher interest charges on loans taken out by small
firms due to their perceived higher credit risk. The position of different types of
small firm may also be distinguished with the smaller micro enterprises escaping
the tax and social security net and receiving no credit from formal credit insti-
tutions, whilst the small to medium firms may both receive high cost loans and
be subject to tax and related regulations. It is thus the latter type of small firms
that may be the most disadvantaged.

The Neoclassical case goes much further than this, however, in arguing that
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the functioning of certain markets has an inherent anti-SSE bias. Two markets
in particular have been the central focus of attention, those for foreign
exchange and credit.’! Until recently, the foreign exchange market in many
countries was subject to significant government control, with the price of
foreign exchange pegged by the Central Bank and access to the foreign
exchange market limited to those who could obtain import licences. This, it
was argued, had the dual effect of subsidising users of foreign exchange, since
the pegged exchange rate frequently valued foreign exchange at well below its
true economic value, and in addition, since licences for imports were rarely
issued to small firms, ensuring that this subsidy went to the large-scale sector. A
consequence, it was suggested, was that large firms were encouraged to adopt
excessively import-intensive, generally capital-intensive, technology. In addi-
tion, since only a minority of SSE produce internationally tradable products, it
was primarily larger firms that competed with imports and thus benefited from
the trade barriers that sustained the import-substitution strategy. In so far as
SSE purchased protected inputs or infrastructure and other facilities whose costs
were raised indirectly by protection, they would have been disadvantaged by
import protection rather than benefiting from it. The Neoclassical response to
these problems is to liberalise the foreign exchange market and abolish the
licensing system, so that the price of foreign exchange can rise in response to
excess demand and decisions taken in the marketplace, not the judgement or
whims of bureaucrats, can determine who could get access to foreign exchange.
In addition, tariff reform is intended to lower protection from imports and thus
reduce the indirect effect on non-traded costs. Since many small firms in low-
income economies use few imported inputs and those that do have difficulty in
obtaining credit to finance the purchase of imported inputs, small firms would
not necessarily benefit very directly from such a reform, but nonetheless larger
firms would lose the direct subsidy inherent in the control system.

Much attention has also been given to the functioning of financial markets
and the inability of small firms to obtain adequate credit. Most surveys of SSE
find a shortage of credit for either working or fixed capital cited by owners as
one of the most important constraints they face.”> The Neoclassical case is that
this is, at least in part, due to the imperfection of credit markets. However, dif-
ferent causes of this malfunctioning need to be distinguished. One possibility is
to blame government intervention in the form of interest rate ceilings and
directives to institutions to lend a proportion of their total credit to priority bor-
rowers, that may include SSE. The argument is that, with fixed lending rates,
financial institutions cannot add an appropriate margin for risk to cover the
possibility of loan defaults. Hence, in such circumstances, banks and other insti-
tutions require high levels of collateral as security and, since most SSE do not
possess sufficient assets for this purpose, they are by-passed. Further, with small
loans, the administrative costs of lending are a much higher proportion of the
loan and, since these cannot be recovered by charging higher interest rates,
institutions will have a preference for lending to larger borrowers. Direction of
credit to priority borrowers, it is argued, may worsen the situation of many SSE
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even if they are nominally included as priorities. This is because, within the pri-
ority category, institutions may prefer known or well-connected borrowers, who
are likely to be at the upper end of the size scale of SSE. In addition, if such
directed credit leads to loans to financially weak investments, this will under-
mine the viability of the lending institutions concerned, who will then not be
in a position to play an active role in channelling funds to efficient borrowers,
including SSE.

A more sophisticated version of the Neoclassical case recognises that the
credit market may be inherently imperfect even without such government con-
trols. The argument here is that, as information on the likelihood of project
success is not fully available to lenders, and as the returns they receive are a
fixed interest charge not a proportion of future profits, even in an uncontrolled
credit market it will be rational for lending institutions not to raise interest rates
to a market-clearing level, but to ration credit on the basis of the credit-
worthiness of applicants.”> The implication is that some high risk, but high
return, activities, including some profitable SSE investments, will be excluded
even from a non-distorted credit market.

Given these arguments, what are the Neoclassical policy recommendations
in the credit area? First, there is a confidence in the ability of markets to
mobilise and allocate savings in an efficient manner. Removal of interest rate
controls and directed credit are seen as essential, coupled in many cases with
the reform of public sector banking institutions. The aim is to develop a
competitive banking sector, in which competition drives down the spread
between lending and deposit rates, thus lowering the cost of credit to borrowers,
and forces institutions to seek profitable opportunities for long-term lending.
However, second, it is recognised that even these reforms may still exclude
many SSE from access to credit. Thus there has been considerable interest in
the development of informal credit sources, ranging from the savings of friends
and relatives, money lenders and local savings associations to unconventional
banking institutions, based on group lending schemes. These sources may be a
more efficient means of supplying small amounts of short term funds to SSE
since they may involve lower administrative and monitoring costs per dollar
lent and, through the links between borrower and lender, may ensure less
defaults on repayments. In other words, banks and other formal institutions may
have a comparative advantage in reaching larger credit-worthy firms, whilst
informal lenders may be more suited to serve SSE. Informal financing sources
appear to have been particularly important in East Asia, where important links
developed between the formal and informal financial sectors through on-
lending. Large firms or traders would obtain credit from formal sources and then
lend it on as trade credit to SSE, who were their sub-contractors or suppliers.**

Precisely how far market imperfections and controls hamper SSE remains
unclear. Controls on foreign markets are now much less prevalent and hence of
less concern, although shortage and cost of credit for SSE remains a key issue.
One view is that it may not be so serious if micro and small firms have initially
to rely on the savings of owners or family and friends, since a lack of formal
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credit may act as a screening device to ensure that only the more efficient
become large enough to need to seek external sources of finance.”> However,
this rests on the assumption that those firms that do not grow are inherently
inefficient, with no potential to become efficient if they could only survive
through their initial learning period. This assumption is controversial and many
others continue to be concerned with the credit problem for SSE. Nonetheless,
another strand of the literature points to the success of SSE in certain countries
and sectors and implies that despite the difficulties and biases discussed above
they can be a dynamic force. We discuss this approach below.

SSE and flexible specialisation

As discussed in Chapter 7, an important distinction in the literature on indus-
trial organisation is between mass production systems based on large firms,
lengthy production runs, standardised products and narrowly trained workers
(often described as Fordism, after the assembly-line system introduced by the
Ford Motor Company) and flexible specialisation involving multi-purpose
equipment, non-standardised products and an adaptable workforce. The latter
form of production is seen by many as increasingly relevant in a global market-
place in which responsiveness to changes in market conditions is critical for
enterprise success. Flexible specialisation can be applied in both large and small
firms, but it is its application by the latter which is of relevance here, since it is
seen as an important means of organising successful small-scale production. It is
difficult to categorise the flexible specialisation approach. With its emphasis on
externalities it shares some of the features of earlier Structuralism and, by locat-
ing a system of production within global capitalism, it draws on elements of the
Radical literature. It has little in common with Neoclassicism, however, and
technical indicators of performance associated with the latter are rarely applied
in flexible specialisation case studies.

In relation to developing countries, flexible specialisation amongst small
firms is often discussed in the context of the ‘industrial district model’, which
attempts to capture the essential features of developed economy experience
amongst groupings of small firms pursuing flexible production. An ideal type of
industrial district involves a geographical cluster of small to medium firms, spe-
cialised in a particular sector and linked to each other as suppliers and cus-
tomers, whose owners and workers share common skills and cultural
backgrounds.’® The success of small firms based in such districts, it is argued,
arises from collective rather than individual efficiency; that is, cost reductions
and quality improvements associated with the functioning of the district. The
two key mechanisms are:

e external economies arising from the local interaction of firms within the
district; these include the transfer of skilled labour between firms, techno-
logical adaptation as ideas are copied or shared, and the communal use of
infrastructure facilities;

CuuDuongThanCong.com https://fb.com/tailieudientucntt


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

118  Small-scale industry

® joint action as firms deliberately co-operate; for example in sharing
information on markets or technology, in specialising in different produc-
tion lines, and in training or recruitment.

The difference between these two dimensions of collective efficiency is that, by
definition, external economies are unplanned by-products of production, whilst
joint actions are explicit attempts at co-operation.’’ The expectation is that in a
successful cluster of small firms both dimensions will be present.

The initial impetus for this approach to SSE stems from the experience of
industrial districts in Europe, particularly Italy, on which the stylised facts of the
industrial district model are based. However, a number of studies have been
conducted in developing countries in recent years to establish the relevance of
this approach in a low income economic environment.’® Although many of the
results are tentative, a number of general points can be made.

First, researchers have located a significant number of clusters or districts
in a range of sectors and countries, although not surprisingly examples of
successful clusters are located in Latin America and Asia rather than Africa.
The sectors involved include footwear (in Brazil and Mexico), metalworking,
engineering and electronics (in India), textiles (in India and Korea) and sports
and surgical goods (in Pakistan). In Africa, few examples of successful clusters
exist.

Second, empirical work reveals a wide variety of experience within these
clusters, which often departs from the simple stylised facts of the industrial dis-
trict model. In other words, developing country experience has often differed
significantly from that found in Italy. Collaboration between firms varies greatly
from casual exchanges of tools and information to direct collaboration in
sharing orders and training. In some instances clear specialisation emerges with
firms buying parts and components from local suppliers in the cluster, whilst in
others there is a clear tendency as firms grow for them to move into making
their own parts and components.” In some cases clusters have ceased to be col-
lections of small and medium firms, with large firms emerging to establish a
dominant sub-contracting relationship with smaller firms. Cultural cohesion has
also ceased to be an important unifying factor in some cases where more imper-
sonal market relationships have come to dominate links between firms. In some
cases external actors, particularly export agents or traders, have played an
important role in stimulating cluster activity. As a general proposition, it has
been suggested that clusters are particularly important for small and medium
sized firms at low income levels as a means of reducing their risk of failure by
allowing expansion in small increments; for example, this may involve sharing
equipment, skills and ideas.*°

Third, most studies offer few quantitative indicators of the performance of
small and medium firms within districts or clusters. However, at least qualita-
tively, they suggest that some groupings of small firms operating flexible produc-
tion methods have operated successfully and, in some instances, have broken
into export markets. Whilst it is clear that this form of production grouping
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offers the potential for efficiency gains and growth, this may not be realised
equally by all such groupings or by all firms within a district or cluster. Further
the policy implications of the successful cases are not clear. Experience suggests
that successful clusters of small firms have arisen almost exclusively through the
initiative of firms themselves. State support may have played a secondary role,
but chiefly in strengthening already existing private sector groupings. Most dis-
cussion of public policy initiatives in this area stresses the need to strengthen
the market for SSE products, rather than rely on more conventional supply-side
initiatives, such as provision of funds for training or credit.*!

Fourth, it is now becoming clear that clusters can be relevant for different
types of firms. They can be important for very low-income producers for whom
collective activity provides a modest survival strategy. At a higher level of
income and technological development they can also create a dynamic environ-
ment from which successful medium and even large size firms can emerge.
Finally, clusters can also be relevant for relatively sophisticated firms, many of
whom would not be classed as small. In Latin America, for example, it has been
pointed out that subsidiaries of international firms and their suppliers can also
benefit from location in clusters.

This is quite a different view of SSE to that offered in the rest of the liter-
ature and it needs to be seen in perspective. The problems of SSE, whether lack
of credit, excessive state regulation, scarcity of materials or poor demand
prospects, are not removed simply by location in industrial districts and collabo-
ration with similar firms. However, they may be partially offset by the gains dis-
cussed under the heading of collective efficiency.* The link between collective
efficiency and the broader economic and policy environment needs much closer
investigation. This is particularly the case where the outputs of firms are inter-
nationally tradable and changes in trade policy may have important impacts on
clusters of firms. Further, there is evidence that performance within groups or
clusters can vary significantly with size of firm. It may be that clusters will do
little for micro enterprises operating a survival strategy to provide only a basic
living for owners and their families. Such firms may be too small and economic-
ally weak to respond to the external effects and potential for collaboration
offered by a cluster.”” Nonetheless the approach has introduced new thinking
on the problem of SSE and provides a rationale for encouraging a new form of
small-scale private sector development.

Conclusions

SSE are an important part of the manufacturing sector in most economies. In
developing countries they assume a greater significance in part because of the
appropriateness of their activity, as defined above, and in part because of their
role in household survival strategies. Rapid employment growth in SSE in some
countries over the last ten to fifteen years or so has been more a response to eco-
nomic crisis with job retrenchment in the public sector and in large, previously
protected firms, than a sign of economic dynamism in the small-scale sector.
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Few small firms graduate to the ranks of the medium scale, but the small minor-
ity that do are obviously a sign of efficiency and dynamism.

It is difficult to argue plausibly that, in an absolute sense, SSE are inherently
superior to large firms, since much depends on the circumstance of a sector and
an economy. One can say with confidence, however, that industrial expansion
in developing countries will require a vibrant SSE sector that can be both a sup-
plier of inputs for larger branches of manufacturing and of consumer goods for
workers. In addition, growing incomes in SSE will help revive domestic markets
for larger manufacturers. The policy implications of this role are that almost cer-
tainly some special focus on SSE revival remains important, particularly in
terms of access to credit.
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6 Technology
Can we open the black box?

Technology can be defined simply as a collection of processes for transforming
inputs into outputs and the knowledge and skills necessary for their application.
From whatever perspective one approaches development issues, there is rare
unanimity that technology and, more specifically, technical change (that is,
improvements in processes of transformation) have a central role in any expla-
nation of economic growth and industrialisation. Technology remains some-
thing of a ‘black box’, however, much discussed but often not fully understood.
In this chapter we first survey some technology concepts before turning to Neo-
classical and competing perspectives.! We discuss some of the evidence on tech-
nical change in newly industrialised and low income economies and conclude
with a policy assessment.

Technological capability

Before surveying alternative approaches it is necessary to clarify different stages
and modes of technical change. A five-stage division is often used.

1 A search for new products and processes which, for poor countries, nor-
mally means the identification and importation of products and processes
developed abroad. This is the mechanism of technology transfer and its
possibility is seen as a critical advantage for follower or latecomer
economies.

2 The adaptation of new, often foreign, products and processes to local con-
ditions.

3 Improvement in products and processes in the light of experience in local
production, which will normally require a conscious investment rather than
simple learning by doing.

4 Development of new products and processes superior to those available
elsewhere.

5 Conduct of basic research into the theory underlying particular processes.

Stages 1 to 3 broadly correspond to mastery of what has been termed ‘know-
how’ (largely knowledge of production) and stages 4 to 5 to ‘know-why’ (largely
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knowledge of basic processes). Mastery of these different stages will require dif-
ferent capacities or what are termed ‘technological capabilities’. In the words of
one of the key authors in this area:

Technological capabilities (TCs) in industry are the information and skills
— technical, managerial and institutional — that allow productive enter-
prises to utilise equipment and technology efficiently. Such capabilities are
firm specific; a form of institutional knowledge that is made [up] of the
combined skills of its members accumulated over time. Technological
development may be defined as the process of building up such
capabilities.’

A categorisation of TCs distinguishes between:

e production capability covering aspects of product design, production man-
agement and engineering, repair and maintenance, input sourcing and
output marketing;

® investment capability covering activities relating to project selection,
design and engineering, extension services and training;

® invention capability concerning local capacity to adapt, improve and
develop technology.’

Clearly, for low-income economies, TCs will be expected to be low in most
areas. However actually quantifying TC at the firm level is extremely difficult.
A relatively simple approach is to use the range of products supplied or the
number of staff in research related positions as a proxy for TC.*

As we have noted already, globally the requirements placed on firms operat-
ing in industrial activities have altered with shifts in production systems. In the
early part of the twentieth century, much of industry was organised on a mass
production basis in the manner pioneered by the Ford Motor Company. This
form of production was characterised by long production runs, single products
and continuous flow of production based on the synchronisation of all activity.
The key technological capability required to operate the system was the ability
to synchronise production of a single product. This system spread well beyond
the automobile sector and was the dominant form of large-scale industrial activ-
ity until well into the 1970s.

The challenge to the Fordist mass production system came initially from
developments in another automobile firm, Toyota, who pioneered the ‘just-in-
time’ system. This was based on a multi rather than a single product system and
was organised in production cells rather than on a single assembly line. The aim
was to both minimise stocks (hence the reference to ‘just-in-time’), whilst at
the same time introducing flexibility by focussing on the production of small
batches of finished goods. The system, copied initially by other car producers,
has been highly influential in other sectors as well, and has led some observers
to write about a revolution in production organisation with a shift to flexible as
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opposed to mass production systems.’> A new range of technological capabilities
is required for this form of production, since flexibility requires the ability to
adjust the number of workers in a cell, rapid changeover in the use of machines
and multi-skilled workers. High levels of managerial and production skills are
needed to operate the system properly. More recently the application of micro-
processor technology has led to production based on a continuous process of
product redefinition and improvement. The successful companies in high-
technology sectors have developed the capability to manage this continuous
innovation by combining the results of applied research directly into the pro-
duction process.® This type of technological capability is clearly well beyond the
vast majority of firms from the lower income developing economies, although
not beyond many firms from the NIEs. However it is a matter of controversy
whether such new, more flexible forms of production organisation have actually
made optimal sizes of production smaller or not.” Hence one must be cautious
about accepting general arguments about the scope for small-scale flexible pro-
duction in poorer developing countries based on a new technological system.

Research and development expenditure

Assessing the quantitative extent of technological activity is difficult, but by
any accepted standard the share undertaken by most developing countries,
outside the NIEs, is very small. The most commonly used indicator is expendi-
tures on R and D which, itself, has been categorised in different ways. A
common subdivision is between:

e  basic R and D, defined as experimental or theoretical work to acquire new
knowledge without any specific direct application;

e applied R and D, defined as original work with a specific practical purpose
directed towards commercial production;

e experimental R and D, defined as work drawing on existing knowledge
directed towards the creation of new products.

Accurate comparative statistics on these subdivisions are not available, but the
bulk of R and D in developing countries can be expected to be of the applied,
production-oriented type.

However, it should be remembered that high R and D expenditure in an
environment of economic inefficiency and distortions may not be a good guide
to technological dynamism. The experience of the ex-Soviet bloc economies,
which spent large sums on an indigenous technological base that became
increasingly out-dated, is an obvious illustration of this point. Further, it is also
recognised that major changes in design and production can arise from a
number of sources, of which formal R and D activity will be only one, and not
all activity aimed at adapting and modifying technology will be captured under
the R and D heading.

Nevertheless, comparative R and D statistics bear out what one would

CuuDuongThanCong.com https://fb.com/tailieudientucntt


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

124  Technology

expect. Approximate estimates for the early 1990s suggest that developing
countries account for no more than 5% of world R and D expenditure and less
than 3% of registered patents.® Most R and D expenditure is concentrated in
the developed economies and it is only in a small number of NIEs — principally
Singapore, Korea and Taiwan — that R and D expenditures per head are signifi-
cant. In lower-income economies such expenditures are trivial (see Table 6.1).
An alternative to considering total R and D expenditure is to focus only on that
conducted by productive enterprises, since this category is more likely to be
focussed on applied operationally relevant expenditure. Again a similar pattern
emerges. Enterprise-financed R and D averaged only 0.04% of GDP in all devel-
oping countries in the mid-1990s, as compared with 1.04% in developed
economies. In some of the NIEs the share of this expenditure in GDP is high by
international standards, with figures of around 2% in Korea and 1% in Taiwan.
Apart from Japan, no other economy is close to the figure for Korea (although
this may have changed after the financial crisis of the late 1990s). The high
Korean, and to some extent Taiwanese, figures reflect the effort that has gone
into developing an autonomous technology strategy in these economies that has
relied heavily on the adaptation and modification of foreign technologies.

Table 6.1 Total R and D expenditures: selected economies

Country Year R and D/GDP (%) R and D per capita
(US$)
Hong Kong 1995 0.1 19.8
Singapore 1992 1.0 153.6
Korea 1995 2.7 271.1
Taiwan 1993 1.7 179.6
Malaysia 1992 0.4 11.2
Thailand 1991 0.2 3.1
Indonesia 1993 0.2 1.5
China 1992 0.5 2.4
India 1992 1.0 3.1
Pakistan 1987 0.9 2.6
Ghana 1991/92 0.2 1.0
Kenya 1990/91 1.3 4.6
Tanzania 1991/92 24 2.6
Uganda 1991/92 2.2 2.9
Japan 1995 3.0 1225.6
France 1994 2.4 544.8
Germany 1991 2.3 674.8
UK 1994 2.2 383.6
USA 1995 2.4 655.2
Argentina 1995 0.4 n.a.
Brazil 1995 0.6 n.a.
Mexico 1995 0.3 n.a.

Source: For all countries except those in Africa and Latin America, Lall (1998); for African coun-
tries Enos (1995), where the definition is ‘expenditure on advancing science and technology’; for
Latin America, Amsden (2001).
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Singapore has a share of 0.69% of GDP, well above the developing country
average, and also above that of several other NIEs. This is significant, since Sin-
gapore’s reliance on TNC involvement in its industrial strategy is well known.
However it appears that the government has been successful in encouraging such
firms to undertake a significant amount of R and D within Singapore and not in
their home markets. This is quite different from the situation in Latin America
where TNCs do very little R and D in host economies, which is part of the
explanation for the low R and D to GDP ratios shown for Argentina, Brazil and
Mexico in Table 6.1. The position in the poorer developing countries also differs
very substantially from that in the NIEs. A number of countries, including Thai-
land, Sri Lanka and the Philippines, devoted only 0.02% of GDP to enterprise
financed R and D and, in the larger Latin American economies, the proportion
is only marginally higher.” Hence, at present, there can be only limited expecta-
tions concerning indigenous technical change within these economies.

Technology exports

Levels of technology exports are another means of gauging a country’s techno-
logical development. Technology exports are again difficult to quantify since
they can include all or some of the following:

e exports of plant and equipment with some element of design or commis-
sioning work, sometimes termed ‘project exports’;

® sales of technical and managerial services, usually termed ‘consultancy
exports’;

® sales of patents, brand names and technical assistance covered under
‘licensing’.

Most technology exports from developing countries are of adaptations and modi-
fications to known technologies based on production experience of use in the
local market of the exporter. As such they may be suited to the factor conditions
and markets of lower income economies. Not surprisingly it is firms from the
NIEs that dominate technology exports from developing countries; for example,
firms from India, Brazil, Argentina and Singapore have been successful in certain
sectors in exports of idiosyncratic, locally developed technologies.!® Furthermore,
as we have seen, firms from the East Asian NIEs have been highly successful in
exports of relatively technologically sophisticated products, particularly in elec-
tronics. These firms often started in a form of sub-contracting for developed
country firms, thus gaining access to foreign technologies and designs, which
they later adapted to their own designs and incorporated in exports.

The significance of technological activity in the process of industrialisation
and economic growth, in general, is widely recognised. Globally it is the higher
technology branches of manufacturing that are expanding most rapidly, both in
terms of production and trade. Chapter 1 has drawn attention to the divergence
in industrial structure between the NIEs, where roughly 20% of manufacturing
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was in high technology (defined as R and D intensive) activity in the late
1990s, compared with only 5% in the poorer developing countries. This diver-
gence is both a reflection of past performance and an indication that poorer
countries risk being left further behind in the process of globalisation. R and D
activity of an applied nature appears to have a relatively high economic return,
even though at low income levels the focus will be on adaptation rather than
on any more original. The high returns are evidenced by cross-country studies
that relate economic growth to an economy’s technology gap (defined broadly
as a measure of its TC relative to TC in technological leader economies). TC
can be proxied by R and D expenditure, and a change in TC can be measured
by the change in an economy’s R and D to GDP ratio relative to the leader
economy (usually taken to be the USA). Such studies normally find a fall in the
technology gap to be positively associated with economic growth.!!

Competing perspectives on technology

As noted in Chapter 3, Neoclassical growth theory has been extended to incor-
porate the role of technical change. Internal to growth models is a simple expla-
nation for technical change based, for example, on investment in education or
research and development. Whilst this analysis is clearly superior to leaving
technical change as the unexplained residual element in growth, it provides
little guidance on technology policy. A fuller understanding of the Neoclassical
policy position can be gleaned from a consideration of the basic model set out
in general terms in Chapter 3.

Technology can be treated as a commodity like any other, although it will
have both embodied (for example, plant and equipment) and disembodied (for
example, the knowledge of skilled staff) elements. Two features of the technol-
ogy market are significant. One is that, by general agreement, technological
development creates external benefits, as ideas and skills are diffused within an
economy. Linkage relations between firms and their suppliers are an obvious
mechanism for the spread of these external benefits, so that, through local net-
works, knowledge of new products and processes and the skills to create or apply
them can be transferred. There is ample historical evidence of the functioning
of these mechanisms for this to have become one of the accepted stylised facts
of development. Its significance for Neoclassical theory is that, once a positive
externality is acknowledged, a market-solution will be sub-optimal, since an
individual profit-maximising firm will only invest up to the point at which its
additional revenue (not that of society at large adding in other producers’ or
consumers’ change in income) equals its additional cost. This can be illustrated
simply in Figure 6.1. The demand line DD is a private one and its intersection
with private costs gives output OQ. Inclusion of positive external benefits gives
the social demand line DD* and a social optimum of OQ*. If left to itself the
market will under-provide. The conclusion is that a subsidy in this case given by
the difference between DD* and DD at OQ¥* is warranted. This provides a justi-
fication for tax allowances for R and D or training expenditure, for example.
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D*

o Q Q- Quantity

Figure 6.1 Technology market and external benefits.

The second feature of the technology market that is recognised in standard
Neoclassical discussion is that there is inevitably a lack of information. Produc-
ers themselves may lack the information needed to assess the potential gains
from investment in TC, or if they do not lack information they may still feel
there is a high risk element in such activity. In terms of Figure 6.1, both DD
and DD* may be known only very approximately. Lack of information makes
an unwillingness to take risks wholly rational and provides a reason why a
subsidy solution may be inadequate. Where this holds, there is a case for direct
state investment to either set up research and other facilities or, in some
instances, to encourage production of commodities embodying new technology.

This simple market framework can be extended to incorporate firms’ own
decision-taking and objectives to understand what influences the demand line
in Figure 6.1. Figure 6.2 introduces the link between a firm’s sales on the hori-
zontal axis and its own technological expenditure on the vertical. The line TF
reflects the fact that, as sales and output rise, firms will be willing to spend
more on R and D and related technological activity, as they can spread the
overhead costs over a larger volume of output. However, the relation between
technological activity and sales runs both ways, since one would expect that
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Technological
expenditure

Sales

Figure 6.2 Imports of technology and firms’ technology intensity.

technological expenditure increases sales by either lowering costs, and hence
price, or by improving quality. This second relation is reflected in line SG,
which can be expected to have a larger slope than TF."

The firm’s profit maximising point will be at A, where the two lines intersect,
and this determines the firm’s optimum technological expenditure to sales ratio.
Firms in developing economies, as latecomers to most industries, have the
option of importing technology. This can affect the analysis in two possible
ways. If technology imports complement domestic efforts at R and D, they will
induce more technological expenditure than would otherwise have taken place,
implying that TF shifts upwards to TF'. Now with SG unchanged there is a new
optimum point at B and a higher ratio of domestic technological expenditure to
sales due to the effect of technology imports. Alternatively, imports of techno-
logy may serve to diversify products and hence increase sales relative to
domestic technology expenditure. This is shown by an outward shift in SG to
SG! and a new optimum point at C. Now at C there is a lower ratio of tech-
nology expenditure to sales than in the original case at A, although the absolute
amount of technological expenditure has increased at C as opposed to A. Some
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of this higher expenditure will be needed to adapt imported technology to local
conditions.” The policy aspect of this is whether firms themselves will have
adequate information and incentives to reach these optimum points. Further,
where externalities are important, from the economy’s point of view there will
be a new social optimum determined by the relation between a firm’s techno-
logical expenditure and total sales, not just sales by the firm itself. Further, in
principle, imports of technology by one firm may be complementary to the
technological expenditure of other firms again causing a new optimum. As we
have seen, in the presence of such externalities, subsidies will be required to
move from a private optimum for an individual firm to a social optimum for the
economy.

In theory, therefore, the Neoclassical framework is sufficiently flexible to
both recognise market failures and to allow some interventionist solutions.
However, in practice, many working from within this paradigm are content to
recommend limiting the scope of government intervention in pursuit of
technology goals to modest tax allowances, on the grounds that whilst markets
will fail in the presence of externalities, governments will fail in a range of situ-
ations, whether due to administrative incompetence, corruption or, more chari-
tably, simple lack of information on which technologies to promote. In a
liberalised market environment, it is argued, firms can take their own decisions
on building technological capacity with only modest government support,
chiefly in terms of tax allowances for particular types of expenditure that
promote TC.

Although the Structuralist authors of the 1950s and 1960s have little in
particular to say on technology policy, their general scepticism of market solu-
tions has been carried into this area by a range of authors, who may be broadly
labelled neo-Structuralist for present purposes.'* In general we can identify two
broad strands in this literature. The first, and most radical in terms of its policy
implications, sees technical breakthroughs as central to economic development.
Distinctions are drawn between incremental innovations (stage 2 of our
schema, page 121), radical innovations (broadly corresponding to stage 4), new
technological systems of innovation and changes in techno-economic para-
digm. The latter two categories extend beyond the activities of individual firms
and have major macro economic consequences. A technological system is a
combination of innovations, which have major implications for different
branches of activity, as well as giving rise to new branches (an example would
be genetically engineered and other new bio-technology products). A techno-
economic paradigm change refers to a combination of innovations that are so
profound as to alter the conditions of production across whole economies; the
introduction of steam power, the electric motor and more recently micro-
electronics and its computer applications and bio-technology are examples of
such paradigm shifts."

The significance of these distinctions, it is argued, is that, over long periods
of economic history, a small number of new techno-economic paradigms will
emerge fuelled by an accumulation of incremental and radical innovations. At
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the early stage in the emergence of a new paradigm (such as the 1980s with new
computer-based production systems), there will be a window of opportunity, it
is suggested, for latecomer economies to ‘leapfrog’ over technologically more
established producers. This arises because, at the early stage in a new system,
much basic research knowledge is relatively freely available as researchers
publish within the specialist research community. This is prior to its commer-
cial exploitation and the establishment of proprietary rights over this know-
ledge. Established economies with a commitment to the old, now dated,
paradigm may be less flexible in adapting to the new situation. How far this
window of opportunity for latecomer economies can be taken advantage of will
depend on the domestic resources available; that is what has come to be termed
the ‘national system of innovation’ reflecting a society’s combined TC.!®

If valid, these arguments imply that at least some latecomer economies
should attempt to establish themselves in frontier technology at the heart of a
new paradigm. To some extent this leapfrog analysis, like the Dependency
based de-linking discussion of the 1960s on foreign trade, was a product of a
particular decade (in this case the 1980s), when the impact of new computer-
based systems were beginning to be felt. However, it provides a rationale for the
ambitious plans of a few countries to establish a national presence in frontier
technology sectors. On page 132 we discuss evidence on the Brazilian attempt
to establish a national computer capacity.'’

The second strand of the neo-Structuralist case more modestly and realisti-
cally attempts no ambitious claims for leap-frogging. Rather it focuses on the
simple proposition that in terms of industrial and technological development,
low income and newly industrialised economies are latecomers, who through
technology transfer by imports of technology and equipment can draw from the
technological shelf developed in the industrialised economies.'® Transfer can
arise by many routes: licensing of technology blueprints, imports of equipment
that embody a technology, direct foreign investment, and management con-
tracts for operating a project, as well as more informal channels such as imita-
tion of foreign goods and contacts between producers and buyers abroad.

From this perspective technological development involves moving through
the sequence of stages set out at the onset of this chapter. Progress is primarily
based on an accumulation of incremental innovations, with only limited radical
breakthroughs. In this literature, evidence for the importance of technology
transfer is drawn more from recent experience than from formal theory. The
East Asian model pioneered by Japan and followed successfully by Korea and
Taiwan relied heavily on adaptations to foreign technology, and this provides
the major plank of the argument. More recent developments in East Asia
suggest that some firms are following a technology diversification strategy, in
the sense of diversifying product mix as a means of spreading the overhead costs
of technology development over a larger range of products. For latecomer
economies, this is seen as preferable to aiming at a technology leadership role in
specific market niches, although there is a recognition that the autonomous
path to technological development, as followed by these economies, is more
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difficult to pursue in the current international climate than it was forty or fifty
years ago.!” As we discuss in Chapter 8, this is partly because import protection,
which provided much of the boost to profits that allowed and encouraged firms
to take the risk to develop their own technologies, is now much more difficult
to apply under the international trading rules of the World Trade Organisation
(WTO) that most developing countries have now joined. Further patent pro-
tection, which limits the copying of new technology, has been strengthened
considerably by the introduction in the WTO of rules on Intellectual Property
Rights. This means that countries breaching developed country patent laws can
face trade sanctions under the WTO agreement.?’

On the other hand, WTO rules allow government support through subsidies
and non-financial measures for the development of science and technology in
general, including R and D, provided it does not infringe copyrights or patents.
Singaporean experience is usually cited as a key illustration of what can be
achieved. There, import protection played little or no role, partly because it was
largely foreign not national firms that were supported. Rather, government
support involved a combination of tax incentives and direct grants for local R and
D, and the provision of a high standard technology infrastructure based on public
sector research institutes and universities. Government institutes established suc-
cessful joint research projects with TNCs and, in the 1990s, financial incentives
were such that for every dollar invested in R and D by a TNC, government pro-
vided another 30 cents. Surveys of TNC executives revealed consistently that
they decided to invest in R and D in their Singapore operations, rather than
follow the normal pattern of siting R and D in their head office location, princip-
ally because of this level of government support.! However, outside East Asia, the
technological upgrading and R and D activity has been much less.

We survey below some of the evidence on the domestic technology position
of firms, starting with experiences during the import-substitution era.

Import-substitution and technical change

General surveys of firms functioning in economies operating protectionist trade
policies have found little evidence of any positive infant industry effects in
terms of technical change and falling costs.?? There are, of course, exceptions to
this failure. Many firms in Korea and Taiwan clearly became competitive after
only relatively brief periods of protection. However most observers now agree
that this is likely to have been due to the strong export-orientation in both
economies, which meant that there was pressure on firms to export at an early
stage in their working lives. We have noted already that in the Korean case this
pressure took the form of export targets. In the case of Taiwan, market pressure
from the incentive structure, which avoided serious anti-export bias through
various financial incentives to export, is likely to have been more important.

In Latin America, various firm-level case studies of production operations
in the 1970s and early 1980s pointed to various forms of technical adaptation
and modification. Often these adaptations referred to adjustments to foreign
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technology to make it appropriate to local market conditions. Examples
included adaptations to allow the use of local rather than imported raw mater-
ials, scaling down of plant size to match the size of the domestic market, use of
simpler machinery because of poor ancillary services and diversification of the
product mix to meet the needs of the local market.”> To some extent such
adjustments will be inevitable if firms are to become internationally competit-
ive, but where they are adaptations to the constraints imposed by a protectionist
trade regime, for example the requirement to adapt to local raw materials, they
will not be compatible with production that can export competitively; for
example, if local materials are poorer quality than imports, requiring their use
will penalise exporters. Some firms, however, were shown to have adapted
technology in a relatively efficient manner. A public sector steel company in
Brazil was cited in particular, as an example of indigenous technical effort
which transformed a situation of initial dependence on foreign technology into
one where all engineering work for expansion could be done internally. Sim-
ilarly in Mexico there was also evidence of local technological effort by both
domestic and foreign firms. Technologies that were not just adaptations of
foreign technology were developed for processes that produced sponge iron from
natural gas, a process for non-woven textiles and a process to manufacture
newsprint from the sugar by-product bagasse. These were processes that were
claimed to be equal or close to the international best-practice.* However, the
Latin American pattern has relied very heavily for R and D on the activities of
TNCs, most of whose activity in this area has been in their home economies
rather than in the region. Table 6.1 has shown the low R and D to GDP ratios
in the main Latin American economies in comparison with developed
economies. Another indicator is the cumulative number of patents registered in
the US. By 1995 the figures were as low as thirty-two for Argentina and sixty for
Brazil compared with over 1200 for Korea and over 2000 for Taiwan.?” Using
labour productivity growth as a simple proxy for technical change, more recent
macro work on Latin America in the post import-substitution era suggests that
only three Latin American economies — Argentina, Colombia and Mexico —
managed to achieve an overall growth of labour productivity in manufacturing
higher than that in the USA over 1970-96. Hence only in three countries was
the labour productivity gap with the US reduced, although in all branches in
these economies, US productivity levels remain higher, suggesting only very
modest technological catch-up.?

The Brazilian computer industry

A more dramatic example of technical change under import-substitution is the
case of the attempts in Brazil to foster a domestic computer sector. During the
1970s, computer production in Brazil was dominated by foreign, predominantly
US firms. However, from the end of that decade to the early 1990s, a deliberate
effort was made to foster domestic capability for computer production through a
policy of reserving segments of the domestic market (principally mini and per-
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sonal computers and their peripherals) for national firms.?” Foreign owned firms
were restricted essentially to mainframe production through an investment
licensing system, and import competition was removed by quantitative import
restrictions. Import controls over computers were introduced in 1975 and the
market reserve system began in 1977. As a consequence, the growth in number
of nationally owned firms was dramatic with such firms employing more than
50,000 workers and taking roughly two-thirds of the domestic computer market
by the end of the 1980s.

The market reserve policy was always controversial, although it found favour
amongst economic nationalists and advocates of interventionist industrial poli-
cies. It was strongly opposed by both foreign computer firms and national com-
puter users, who protested that they were having to rely on uncompetitive local
products. The policy was always time-bound since the original Informatics Law
envisaged that the market-reserve policy would be revised in 1992, but it was in
fact abandoned slightly earlier as part of a more general trade liberalisation
process. The whole episode is a good test for alternative views on industrial
policy, as it reflects an attempt at technological leapfrogging by infant protec-
tion in a technologically sophisticated frontier activity.

As is frequently the case in this debate, the evidence is subject to varying
interpretations. In both cost and quality terms there is no doubt that local
Brazilian computer firms could not produce internationally competitive prod-
ucts in the period that the market reserve policy was in operation. By the end of
the 1980s there is considerable evidence that prices for both personal computers
and peripherals in Brazil were at least double the prices in the US. Further,
there was also a gap in terms of technological standards between Brazilian and
frontier technology, which was estimated at between two and four years in the
mid-1980s and perhaps two years by the end of the decade. Not all of this
uncompetitiveness was due to inefficiency or slow learning in the firms them-
selves, since one estimate suggests that, of the price differential with the US
noted above, roughly half was due to high cost in the locally supplied inputs
used in domestic computer production. These local inputs were often supplied
at high cost by transnational, not national, firms operating in monopolistic
markets.”®

Taken at face value this evidence provides scant support for a new variant of
the infant industry case. There is some evidence in mitigation, however. First,
the Brazilian—US price comparisons, whilst revealing, may also be misleading.
As a highly oligopolistic industry, computer prices vary substantially between
national markets, with US prices normally being considerably lower than else-
where. The correct comparison to establish the costs imposed on computer users
by the market reserve policy is to compare Brazilian prices with either import
prices or with prices from local supplies produced by multinational subsidiaries
if they had been permitted to operate in the local market. As it seems highly
unlikely that multinational corporations would have exported to Brazil at US
prices, or would have allowed their subsidiaries to sell in Brazil at US prices, the
2 to 1 ratio must overstate the costs involved. Second, there is little doubt that
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the market reserve policy did stimulate the growth of many local firms which, in
general, tended to invest relatively heavily in R and D.? This activity was
redesign or minor innovation rather than frontier developments, but the argu-
ment is that it allowed some firms to build up specialist skills for niche markets,
and that the very process of such local R and D initiatives created a cadre of
human expertise in electronics that would not have been available without the
reserve policy. Whether these qualifications would be enough to justify the
policy is unlikely, but the episode illustrates that the incentive to invest in local
TC must be created and that protection of this sort is one way forward, even if
it is not the most efficient.

Ghanaian manufacturing

Technical change in manufacturing in Africa is generally at a qualitatively
lower level than elsewhere. A survey of firms in Ghana in the early 1990s gave a
detailed insight into the situation there.’® It depicts a sector where local TC is
very low in the key areas of investment, production and product development.
Further, although the sector has been exposed to foreign competition through
trade liberalisation, there is no systematic policy to build-up local TC. Ghana
has managed to develop a limited production capability only in a few mature
technologies. In terms of investment capability, virtually all equipment used is
imported and of old vintage. In textiles and garments, simple sewing machines
as opposed to more sophisticated programmable ones were normally used with
initial installation and training by foreign technicians provided by the equip-
ment suppliers. In food processing several subsidiaries of transnational firms
were in operation, although they relied exclusively on their parents for launch-
ing their investments with no local participation in the technical aspects of
investment. Several locally owned firms relied on turn-key contracts to establish
their plants, some of which seemed to function satisfactorily. In general, invest-
ment capability was rated as weak, with the exception of the TNC affiliates,
although the latter had not invested in developing local skills amongst their
workforce. Local firms largely used simple technologies that some had installed
adequately. In wood and metalworking, in particular, there were small local
firms that were judged not to know how to go about investing efficiently.

In terms of production capability, the story is similar and even the better
firms were weak by international standards. For example, the most capable
garment firm in the sample was estimated to have costs 15-20% above those of
imports from Hong Kong. Other garment firms were likely to be much further
behind imports in costs and quality. Similarly in food processing one affiliate of
a global TNC in 1992 had the lowest productivity of around 100 affiliates of the
company world-wide. Finally, product design capability was again poorly
developed. Many firms in garments simply copied imports. In food processing
there has been some modest innovation with adaptation to local conditions; for
example, one firm adapted its yoghurt to use local pineapples. These results are
particularly disappointing as Ghana had already undergone a significant trade
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reform in the 1980s, with little evidence that, by the time of the study, it had
had any impact on the technological base of the sector.

Japanese manufacturing techniques in Zimbabwe

An important form of disembodied technical change is the adoption of new
forms of management and production techniques. In recent years the shift
towards more flexible patterns of operation has been led by the use of tech-
niques pioneered in Japan. As discussed earlier, these aim to raise quality and
reduce costs, primarily by reductions in inventories and work-in-progress. Pro-
duction tends to be organised in cells, so that the shop floor comprises a series of
mini-factories, with a flexible and multi-skilled workforce, whose initiatives are
encouraged as a means of raising efficiency. The pace of factory operations is
driven by orders not the capacity of equipment, and inventories are held on a
‘just-in-time’, not a ‘just-in-case’ basis.

In the case of Zimbabwe, introduction of these techniques in the 1990s was
due to the initiative of an international consulting firm Price Waterhouse, who
leased the operational procedures used by the Japanese engineering firm
Kawasaki and wrote its own documentation for non-Japanese users. A Zimbab-
wean affiliate of Price Waterhouse took the initiative to market the programme
in Zimbabwe and, by the early 1990s, had sold these services to over fifty firms.
Initial success with the application of these techniques was mixed but at least
some firms experienced significant growth in labour productivity and reductions
in cost. This was achieved at a relatively modest cost in terms of consultancy
fees. For example, a metalworking subsidiary of a UK transnational had been
experiencing difficulties in meeting customer orders in an adequate response
time, with high levels of work-in-progress. However, with changes in factory
layout, a reduction in lot size (that is, the units of work-in-progress passed
between different points on the shop-floor) and a new ‘production-pulling’
system, major cost savings were achieved.’® The key factor in explaining
this performance was said to be high-level managerial commitment to the
re-organisation, although whether improvements were maintained after the
study period is not known. Three other firms were examined in detail and, of
these, two producing agricultural equipment and automotive components, were
said to be weakly successful, whilst the other making cartons and cardboard
boxes, was judged to be a failure in its use of the new system. Key factors explain-
ing this varied performance were said to be a combination of managerial
commitment to change and the degree of worker participation, with the success-
ful firms persuading their workers of the need to do things differently. The study
is almost certainly biased in that it focussed on foreign owned larger firms, who
were likely to be more receptive to new ways of doing things. Further it was
carried out before the impact of the limited trade reform in Zimbabwe had made
major inroads into the market position of domestic firms. It shows two basic
points, however; one, that Japanese techniques can be applied successfully in a
relatively unlikely operating environment and, two, that the degree of up-take of
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such techniques and their success in reducing costs was quite mixed, even
between the managerially more sophisticated firms in Zimbabwe.

Is there a blueprint for a technology policy?

As we have noted the Neoclassical position on technology policy tends to focus
on the role of subsidies to finance formal R and D expenditure. This view is dis-
puted by most working on this topic from a Structural perspective on the
grounds that such limited interventions are simply not effective enough to over-
come obstacles to technical change.*> This approach sees a Neoclassical tax-
subsidy intervention as only a partial solution, as the development of TC and
hence the achievement of technological progress is too important to be left to
the market. It suggests that direct provision of support facilities, plus grants and
tax concessions as practised in Singapore, are essential. Some go further and
argue that to promote technological development, selective tariff protection to
grant time to up-grade TC will also be required.

There is no simple agenda for a Structuralist technology policy. However,
some of its dimensions can be sketched out by reference to the list of infrastruc-
ture requirements for the development of technology-intensive industries given
by Justman and Teubal (1991: 1173). The authors stress the role of govern-
ments in ensuring the availability of this infrastructure and of building up a
minimum critical mass of technological capabilities. Seven areas of infrastruc-
ture are identified as important to support technological change. The first is
physical infrastructure, which can range from power, roads and communications
from the basic to the more sophisticated, such as integrated digital services.
Naturally governments need not provide all or any of these themselves but they
have a responsibility to ensure that there is an adequate system of physical infra-
structure in place.

Second is human capital infrastructure in the form of sufficient technically
and scientifically qualified personnel to cope with the demand of the new tech-
nologies. This is the area of education and training. Whilst in many countries
private institutions of this type are active, it is rare to find that the state is not a
significant provider, and at the very least governments have to ensure adequate
standards even when delivery is in the private sector.

The third area relates to the acquisition of TC as defined earlier. This covers
capability in relation to investment, production and ultimately innovation, and
generally is closely related to the acquisition of experience. Central to the
Structuralist case in this area is the argument for selectivity in support to
particular industries or firms to allow them to build up such expertise. For
example, this may take the form of temporary tariff protection or selective
credit allocations and interest subsidies, which affect a firm’s operating prof-
itability. Alternatively, it could imply grants, loans, tax credits or direct govern-
ment provision of R and D activity. This selection of ‘strategic’ technological
activities is justified on the grounds that, if different activities have different
barriers to technical change and different capacity to build up TC, they should
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be treated differently.”® It is not meant to imply a return to blanket import-
substitution, but it should be remembered that, whilst there may be a strong
case in principle, selectivity may imply considerable resource costs, if it goes to
support enterprises that fail. Whatever support is offered should be flexible
to take account of the situation of the technology users.**

A significant qualification to this argument is where a distinction is drawn
between government support at the infant or initial stage of technological
development and at the more advanced or mature stage. It has been suggested
that, at the infant stage, government support for R and D should be neutral,
that is, available to all new firms and relatively large. A figure of 50% of R and
D costs covered by state grants is mentioned. The argument is that at the infant
stage a critical mass of TC needs to be built up, so that general non-selective
support is required. In this view, genuinely selective support is only justified at a
more mature stage of TC development, when more risky but potentially higher
return activities should be supported.”

Fourth, we have development of science and technology. Although, natur-
ally, R and D can be done in the private sector, either with direct government
finance or tax credits, there is also a strong case for publicly funded and freely
disseminated R and D to develop product quality and competitiveness
rather than to erect a barrier to competing firms, as has proved to be the case
in some sectors in developed economies. The key proviso is that the R and D
is operationally helpful to firms, which in turn requires that a close
working relationship is established between government and industry. Models
of such a relationship that are often cited are the industry associations in Japan
with their close links to government and the successful small firm sector in
Italy, for example in textiles, clothing and footwear, where state-funded support
centres are seen as instrumental in the success of the so-called Third Italy
region.*®

The fifth and sixth area of policy relate to marketing infrastructure and
financial infrastructure. These are important aspects of support to firms’ opera-
tions but are less directly aimed at technological development than the other
support activities noted above. Finally, the last area of policy is a general refer-
ence to institutional development. This refers to an important range of institu-
tions to be either provided or supported by the state including public
laboratories and research institutes, standards institutes, science and technology
parks and consulting services. All may contribute to an environment of innova-
tion and application of new technologies.

This collection of measures has been referred to as a national system of
innovation; that is, the institutional base supporting the technical change in an
economy.’’ Many argue that national capacity in this area is a critical factor in
explaining international competitiveness and the success of firms from the East
Asian NIEs has been ascribed to the effectiveness of the national system of
innovation in these economies. A common comparison has been between these
economies and Latin America, where technological capability and depth of
institutional support for technology have been much weaker. In so far as any
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Table 6.2 Quantitative measures of national systems of innovation (1980s)

Indicators of TC Brazil Korea
Age group in third level 11 32
higher education (%)

Engineering students as a 0.13 0.54
share of total population (%)

R and D/GNP (%) 0.7 2.1
Industry R and D to total (%) 30 65
Robots per million workers 52 1060
Per capita sales of 10 77
telecommunications equipment (US$)

US patents 36 159
Telephone lines per 100 of population 6 25

Source: Freeman (1995) Table 4.

economy conformed with the Neostructuralist model of technology policy, it is
Korea.

Table 6.2 gives some quantitative indicators of the extent of this system for
Korea and Brazil in the 1980s. Korean policy involved not just government
investment in various levels of education and the establishment of a high stan-
dard research infrastructure in public sector laboratories. In addition, efforts
were made to ensure private R and D initiatives. Access to government invest-
ment funds required that firms established their own R and D laboratories.
Further, there was direct collaboration between public sector research centres
and national firms in a series of ‘National R and D’ projects in strategic indus-
tries. Initially the public sector financed the majority of Korean R and D but, by
the 1990s, its share had fallen to below 20% as private firms built up their own
R and D networks. However, over the period from 1960 to the mid-1990s, it has
been estimated that roughly two-thirds of private R and D was financed by
state-subsidised credit. In Brazil, on the other hand, private sector initiatives in
R and D were considerably more modest so that, by the 1990s, remarkably only
366 Brazilian firms were judged to be research-active.”® Even in the more liberal
environment of the new century, the Korean government has continued to take
major technology based initiatives, principally the Highly Advanced National
Projects, designed to develop world frontier technology in strategic industries in
collaboration with the private sector.”

Conclusions

There is a clear consensus that technical change is a critical element in the
process of industrialisation. In the context of most developing economies, in all
industries TC is modest by global standards and often the technology in use is
well behind international best-practice. Latecomer status for these countries
raises both opportunities and obstacles. The only feasible path to development
lies in applying and adapting imported technologies, a process which on balance
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has probably been helped rather than hindered by the recent trends towards
globalisation and the expansion of transnational activity. The way forward is
largely one of gradual progress building on the cumulative production
experience of local firms combined with know-how from abroad. Within this
process development of domestic TC will be critical. However state inter-
vention of some form, whether in the ‘light’ Neoclassical variant of tax credits
or the ‘heavier’ Neostructuralist policy package involving greater public expen-
diture and selectivity, will be required. There can be general agreement that, for
well-understood reasons, markets will under-provide the supply of technology.
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7 Globalisation and
industrialisation

Like many concepts that have slipped into popular discussion, the term ‘global-
isation’ is subject to different interpretations. In the development context it is
normally taken to refer to the rapid expansion of flows of commodities, services,
capital and technology between nation states in the world economy. A helpful
broad definition is given by the UK government’s White Paper on Globalisa-
tion and Poverty:

In fact, globalisation means the growing interdependence and intercon-
nectedness of the modern world. This trend has been accelerated since the
end of the Cold War. The increased ease of movement of goods, services,
capital, people and information across national borders is rapidly creating a
single global economy. The process is driven by technological advance and
reductions in the cost of international transactions, which spread technol-
ogy and ideas, raise the share of trade in world production, and increase the
mobility of capital. It is also reflected in the diffusion of global norms and
values, the spread of democracy and the proliferation of global agreements
and treaties, including international environmental and human rights
agreements.!

These trends have both economic and social consequences that have been the
subject of much discussion in relation to their implications for the poorer
economies in the world economy. It is worth entering a simple qualification,
however, that the novelty of this process can be exaggerated. Economic histor-
ians point out that, in the nineteenth century and up to 1914, the world
economy also experienced a rapid increase in trade, capital and at that time
labour flows. There was a clear tendency of prices of similar goods to converge
in different countries and interest rate differentials between the capital markets
of the major economies also came to be relatively modest; both features that are
normally taken as key characteristics of open, closely inter-related economies.’
This era was ended by the First World War and the Depression of the 1930s,
and it was not until around 1960 that the rapid growth of trade and financial
flows resumed. This process of closer economic integration on a world scale
accelerated in the post-1980 period with dramatically declining transport costs,

CuuDuongThanCong.com https://fb.com/tailieudientucntt


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

Globalisation and industrialisation 141

improving communications and the development of sophisticated international
financial markets. It is this recent acceleration of the process that observers
have in mind when they discuss globalisation, but its historical antecedents
should not be overlooked, since arguably it was the protectionist and recession-
ary era from 1914 to the 1950s that was the unusual period.

Nonetheless, what is clear is that the current trade and financial flows are
now proportionately more significant than they were in the pre-1914 era and
that the spread and speed of communications has meant that, unlike in the pre-
vious period of global opening, few economies remain untouched by the
process.” International production in the sense of production controlled by
transnational firms and subject to the logic of these firms’ global production
systems has become increasingly important and is now one of the critical fea-
tures of the global economy. Value-added attributed to foreign subsidiaries and
affiliates of TNCs was about 10% of world GDP in 1999, roughly double the
percentage of the early 1980s. Within manufacturing, global production is pro-
portionately more significant than in other sectors, with roughly 22% of capital
formation in the world economy in 1999 contributed by FDI inflows. In devel-
oping countries the proportion was as much as 36%.* In terms of trade in com-
modities, now roughly two-thirds of world trade is conducted by TNCs and
international production, defined as global sales controlled by TNCs and their
affiliates, is substantially higher than total world exports.

The chapter proceeds as follows. The first section discusses some theorising
on the links between globalisation and industrialisation and on the concept of
competitiveness in a global economy. The second section discusses questions of
FDI as a source of capital and technology flows and the third focuses on global-
isation and trade prospects in relation to manufactures.

Some theoretical perspectives

From a Neoclassical viewpoint, globalisation presents few conceptual dif-
ficulties. In a world in which barriers to trade and capital flows are lowered due
to a combination of lower transport costs, better communications and policy
changes to liberalise trade and capital flows, theory predicts that exports in
which countries have a comparative advantage will rise, as will imports of goods
where the country concerned has no comparative advantage.’ If capital is
mobile internationally it will shift in line with perceived profit opportunities, so
that, other things being equal, one would expect the export of capital from high
wage to low wage economies, where capital scarcity implies it will have a higher
marginal productivity and thus a higher rate of return. Theoretically through
trade and capital flows there exists the prospect of income convergence, so that,
in the process of globalisation, poor countries grow more rapidly than rich
countries and incomes per capita move closer together. This possibility arises in
Neoclassical growth theory, discussed in Chapter 3; provided savings rates and
technology are identical between countries, growth will be higher in capital-
scarce (that is, poorer) countries where returns to capital are higher. More
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recent extensions to growth theory qualify this analysis, however, so that con-
vergence becomes ‘conditional’. This means that other things being equal, that
is assuming a whole range of similar conditions like levels of human and phys-
ical capital and access to technology, countries with a lower income per capita
will grow more rapidly than richer countries. However, since global inequality
means that other things are clearly not equal, this is clearly not a strong predic-
tion of convergence. Recent evidence suggests that, on the contrary, divergence
has been the predominant global trend. Over the last twenty-five years or so,
whilst incomes in East and South Asia have grown strongly relative to the
developed economies and have clearly converged, in Africa and Latin America
this has not been the case, as growth of incomes there has fallen well behind
the developed country average.® These qualifications are well known, but it is
argued that the beneficial effects of globalisation are still valid despite the exist-
ence of real world conditions, such as activities of oligopolistic TNCs or the
protectionism still prevalent in some developed economy home markets, which
depart strikingly from the assumptions on which most Neoclassical growth
models are based.

For many years it was a central tenet of the Structuralist and Radical liter-
ature that such conventional Neoclassical discussions seriously misrepresented
the way in which the world economy functioned. Chapter 4 has already exam-
ined the more significant of these arguments, relating particularly to infant
industries and declining terms of trade. In general, the broad dependency posi-
tion that poor countries of the periphery are held back by the activities of the
rich countries of the centre has given way in the Radical literature to a much
more agnostic position.

The Dependency perspective of the 1960s and 1970s implied that the
unequal relations between poor countries (the periphery) and rich countries
(the centre) imposed almost insurmountable barriers to industrialisation for the
former. Dependent poor economies were the marginalised component of the
world economy, whose surplus income was drained away by unequal trading
relations and by the operations of foreign firms, whose transnational activities
made them a key mechanism for the exploitative activities of the centre.
Dependency theory seems of interest today primarily as an expression of think-
ing at a particular point in time, essentially one of pessimism regarding the
prospects for developing countries.” It failed almost completely to explain the
successful industrialisation in East and South East Asia and has not provided
tools for a sensible assessment of the globalisation process that now drives the
world economy.

Of much greater contemporary relevance are the more recent offshoots of
earlier Radical work under what was termed an ‘internationalisation of capital’
perspective. This focussed on capitalism as a global system and examined the
implications of its functioning for developing economies. The simple point is
that all economies, whether high or low income, are part of a global system and,
as such, are subject to its laws of motion. From this perspective international
economic relations have an outcome which depends on circumstances, with
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scope for mutually beneficial collaboration between capitalists in rich and poor
countries. The notion of a dependent development thus becomes meaningless
once global interdependence is accepted and it becomes far from inevitable that
interdependence works against the interests of individual low-income countries.
Growth may be uneven, as far as what used to be termed the periphery is con-
cerned, but for individual countries it should not be seen as inevitably stunted
or blocked by the laws of motion of the global system.

It is interesting to note that much of the early literature, written from a
Dependency perspective, focussed on the ills imposed on poor economies by
powerful international firms or TNCs. This included arguments about de-
nationalisation (the taking over of local firms), introduction of inappropriate
products (luxury consumer goods in poor countries), inappropriate technology
(capital-intensive techniques in labour-surplus economies) and the use of
various restrictive practices, such as transfer pricing. Some of these arguments
were always more important than others and collectively they never created a
plausible case that transnational firms per se stunted or restricted growth of
individual economies.

As capital has become international in its search for profits and markets,
international production by TNCs is a response to wage rates and market
opportunities in different countries. In this view, the impact of TNCs on host
developing economies can be contradictory, with the potential for both positive
and negative effects. However, one important implication is that dependence,
in the sense used in Chapter 2 of a heavy transnational involvement in the
economy, can be associated with growth. Furthermore this analysis sees a strong
tendency for large and successful nationally-owned firms to become increasingly
similar to TNCs; for example in the technology, marketing strategies and
product designs that they employ. In fact, with the spread of non-ownership,
links between local and foreign firms, for example technology agreements and
management contracts, it is argued that the distinction between national and
transnational firms becomes blurred. This blurring is further reflected in the
emergence of some transnational firms whose head offices are based in countries
of the periphery, as discussed in Chapter 2. Hence, in a global market, owner-
ship of firms may cease to be the critical element it was once thought to be.
Thus, from quite different standpoints, both Neoclassical and Radical authors
can agree on the potential benefits for developing countries from globalisation.
Quite how ‘independent’ this development is, is another question. If the ‘inter-
nationalisation of capital’ perspective is adopted, the question itself is meaning-
less, since a national capitalism will be linked with other capitalisms through
the various mechanisms of the world market, including the activities of transna-
tionals. This is not to imply that the interests of individual governments and
transnationals needs always coincide, nor that the activities of transnationals
are always economically beneficial to the host economies. It is simply that a
capitalist industrialisation in developing countries, closely linked with the
world market, is feasible and in a few countries has proved highly effective as a
means of economic transformation.
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Chains in world industry

In discussions of international competitiveness in global markets, two concepts
of chain analysis have been used. Although superficially similar, they originated
from different perspectives and shed light on different issues. We first discuss the
concept of ‘value chains’ before turning to that of ‘commodity chains’.

Value chain

The idea of a chain analysis is that a product passes through a series of links or
chains in its move from conception to sale to the final consumer. The final sale
value of a product can be decomposed into value created at the different points
in the chain.® Competitiveness means that, through the functioning of this
chain of activities, a particular firm produces a superior quality product at the
same cost as competitors or an equivalent product at a lower cost. Activities in
the chain can be sub-divided into primary and support activities. Primary activ-
ities refer to organisation of input supplies (inbound logistics), actual manufac-
turing operations, delivery and distribution of the product (outbound logistics),
marketing and sales and after-sales service. Each of these primary stages will be
supported by a range of support activities covering a firm’s planning capacity, its
human resource management, its technology development through its own R
and D work and its procurement activity. Figure 7.1 illustrates the value chain.

FIRM INFRASTRUCTURE
(e.g. Finance, Planning)
HUMAN RE:SOURCE MAI:\IAGEMENT
SUPPORT : :
ACTIVITIES : :
TECHNOLOGY DEVELOPMENT
PROCUREMENT \

Z-pm>=

INBOUND | OPERATIONS | OUTBOUND | MARKETING |AFTER-SALE
LOGISTICS |(Manufacturing)| LOGISTICS | AND SALES |SERVICE

PRIMARY ACTIVITIES

Figure 7.1 The value chain in global industries.
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Cost and quality advantage requires firms to manage effectively all stages in
the chain, rather than, for example, focusing narrowly on just getting produc-
tion operations working to international standards. Sustained competitive
advantage requires firms to build on their current strengths and to develop
others. The successful integrated firms have distinct advantages all through the
chain; for example, using new technology, extensive dealer networks and high
standard after-sales service. The sources of a firm’s competitive advantage can
be drawn from a number of sources and their relative importance will vary
between industries. Simplifying slightly, the key ones will be:

e cost advantages, for example, in terms of low wage rates or access to low
cost local raw materials;

e product advantages in terms of brand names based on cumulative market-
ing effort or distinctive product design;

e technological advantages in terms of technology specific to a firm or the
capacity to continuously modify and improve upon existing widely avail-
able technology.

The first of these is the one that firms in developing countries will rely on
most, particularly in relation to wage rates. Although it is also the most
ephemeral, in that successful economies will expect to see rising wages over
time and thus the erosion of this particular advantage. On the other hand,
advantages based on brand names and technological capability are much longer
lasting. However, to achieve them requires sustained investment and often spe-
cialised and highly trained staff.

The value chain approach helps to focus attention on a few basic but import-
ant points. Success in world markets requires firms from developing countries to
master not just production but also a range of other activities. With the ability
to import and adapt imported technology it may be, for example, that the pro-
duction side of a firm is one of the least problematic, with greater difficulties
lying in the provision of support facilities or in developing marketing channels.
Further, competitiveness has to be seen as a dynamic process, so that only firms
that continue to upgrade can be successful. Advantages based on costs of pro-
duction are essentially short term and can be eroded quickly. This has the
important implication that competitiveness is only given to firms through
national resource endowments in the case of certain labour and resource inten-
sive activities. Elsewhere, and even in these activities in the longer run, com-
petitiveness has to be created. Firms may be the prime movers but clearly in
some contexts governments also have a role to play. Competitiveness in firms in
a range of activities can be cumulative so that, where an individual firm estab-
lishes a dominant position, domestic rivals may shift to other market segments,
new suppliers develop to supply cheaper inputs and improve process technology
and more sophisticated buyers may suggest how to open up new product lines. A
process of cumulative causation may thus spur increased competitiveness within
a particular industry. Competitiveness studies for developed countries suggest a
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pattern of sector grouping, so that in a particular economy competitive firms
tend to be grouped in closely related sectors (for example consumer electronics
in Japan and fashion-based clothing and footwear in Italy). Sustained competi-
tiveness at a national level requires upgrading by individual firms. Hence,
export diversification is not just a process of shifting from a few traditional
exports to a wider set of goods. It also requires that, within particular export cat-
egories there is a continual upgrading in either a minor (for example, modest
redesign) or a major (for example, dramatically lower costs or higher quality)
form.

Globalisation and ‘splicing up the value chain’

Whilst successful firms need to be competitive at all points in the chain they do
not need to do everything themselves. Subcontracting particular activities to
others has always been an option and international subcontracting or sourcing
has been used for many years. However, the closer integration of economies
with falling communication, transport and transactions costs in the current
wave of globalisation has greatly extended the scope for dividing or ‘splicing up’
the value chain between operating units located in different economies. The
fully integrated firm that controlled and operated all aspects of the value chain
within its own organisation provides a vertically-integrated model. However, its
relevance in a globalised environment is coming increasingly under question
with a considerable literature focussing on ways of ‘de-verticalisation’ as a
means of building competitiveness.

Three possible routes for de-verticalisation or ‘splicing-up’ the value chain
have received particular attention. One is based on a lead firm—supplier relation-
ship. Here, at the manufacturing stage of the value chain, a close relationship is
formed between a supplier and its lead firm. The lead firm and the supplier may
be part of the same industrial group (in the Japanese and Korean models) or may
have only a close commercial relationship. The lead firm may provide the sup-
plier with technical assistance, product design and possibly financial support.
This is an integral part of the ‘lean production system’ where, through its close
links with its suppliers, the lead firm minimises inventories and maintains flexi-
bility in the face of market volatility, as suppliers can be redeployed at short
notice. A second route involves a less formal set of links between lead firms and
suppliers, based on geographical proximity and close relationships. This is the
network of regional clusters noted in Chapter 5 in the discussion of industrial
districts and flexible specialisation, although the concept can be extended to
cover less geographically based relations, such as those based on family relations
between overseas Chinese in East Asia. In general, what is involved here is a
production of a highly specialised nature involving small batches and fast deliv-
ery. Finally, there is a third route developed particularly by US corporations in
recent years in response to their loss of share in global markets, which involves a
more commercial or ‘merchant’ relation between the lead firm and its suppliers.
Here, splicing up the value chain can involve more than production but also the
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subcontracting of a range of services including process engineering, assembly,
packaging, distribution and, in some cases, after-sales service. The suppliers
involved will be far less likely to be tied to one lead firm and will often provide
either goods or services that can be sold to a range of users. Hence, long-term
contracting relations between supplier and lead firm are not needed and flexibil-
ity on both sides is retained. This route allows firms to access the advantages of
global specialisation with the minimum input of FDI, whilst controlling R and D
and innovative capacity within their own organisation.’

There is no suggestion that one particular route is ideal but each provides a
means of explaining much of the subdivision of the value chain that has
occurred globally in recent years.

A key issue is how far it will be possible for nationally owned firms from
developing countries to go in building successful value chains and how far they
will have to restrict their activities to certain links in the chain, such as sub-
sidiary production operations supplying lead firms in developed economies. As
yet, only a limited number of firms from the NIEs have achieved success at all
stages of the chain and the expectation is that latecomer firms will have to rely
substantially on subcontracting links with TNCs. A helpful means of clarifying
how such links can operate is provided by the related concept of global com-
modity chains.

Global commodity chains

Relatively recent offshoots of the Radical literature have used the concept of a
commodity chain to explain how firms from developing countries can be integ-
rated into specific industries in a global market.!® This is linked with the value
chain discussion in the sense that different chains can be dominated and co-
ordinated by different parties (principally either producers or buyers). This
involves a distinction between the twin forms of international capital, one
based on production and operating a ‘producer-driven’ chain and the other on
trade in a ‘buyer-driven’ chain. These chains are seen as the main means
through which developing countries are linked with the global economy as
exporters of manufactures. Within both there is scope for either flexible or mass
production systems.!!

Producer-driven commodity chains are organised around either TNC:s or less
commonly large national firms, who control a whole production system based
around a set of backward and forward linkages; in other words the producer con-
trols both its inputs and the uses for its output. The dominant firm will establish
formal relations with its suppliers either through direct ownership or sub-
contracting. In addition it will have similar formal relations in the distribution
and retail parts of the value chain. Hence, both nationally and globally, certain
key, normally transnational manufacturers can control the functioning of whole
sectors. Producer-driven chains are based on the market power of producers in
capital and technology-intensive sectors, such as automobiles, aircraft, comput-
ers and heavy machinery. Market power here is based on the barriers to entry
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created by a combination of high capital investment and proprietary knowledge
of key aspects of the industry’s technology, and principally it is the control over
technology that allows the large firms to dominate the chain. Firms from devel-
oping countries wishing to participate in such sectors will initially have to com-
mence in the production of the more labour-intensive components and inputs
sourced through sub-contracting.

The alternative to a producer-driven chain is where the organisational
dynamic stems from the buyer in a buyer-driven commodity chain. Here large
retailers, branded marketers and trading companies set up a series of production
networks, typically in low wage locations. Hence buyers in the chain can be
either retailers that design their own commodities (for example Marks &
Spencer or the Gap), companies that market their own brands but do not have
their own retail outlets (such as Nike, Reebok or Umbro) or transnational
trading companies that have an intermediary role between producers and retail-
ers. This pattern is found in consumer goods sectors with labour-intensive pro-
duction, such as garments, footwear, toys, consumer electronics and a range of
hand-crafted items. Production is normally carried out by locally owned firms in
low wage countries that make finished goods to the design and specification pro-
vided by transnational buyers. The market power of the buyer is determined by
its brand name, and central to the success of this form of commodity chain is
the effectiveness of the buyer firm in managing the series of production and
trade networks involved. Profits are determined less by volume or technological
breakthroughs, as in the producer-driven chain, but more by design, sales, mar-
keting and financial services that allow the identification of product niches in
global markets. Developing country firms are already major participants in this
form of global chain through the supply of labour-intensive finished goods to
transnational buyers.!? Figures 7.2a and 7.2b illustrate the two alternatives.

International production with such chains is growing increasingly competit-
ive as alternative lower wage locations can always be found for a particular
product; for example if, some years ago, Thailand could offer cheaper labour
than Taiwan, currently China, Cambodia or Vietnam can under-cut Thailand
in relation to wage costs. This competitive process puts continual downward
pressure on wages and may be putting pressure on the terms of trade of those

Rand D e Manufacture —_ Marketing

Sub-contracting inputs

Figure 7.2a Producer-driven chain.
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Design < Marketing

7

Sub-contracting manufacturing

Figure 7.2b Buyer-driven chain.

developing country exporters, who have succeeded in building up manufactured
exports. One response is so-called ‘triangle manufacture’, where as part of either
a producer or buyer-driven chain the TNC sub-contracts a local supplier, who
in turn sub-contracts a firm from a lower wage economy. In this sequence the
original low cost producer, who has established an expertise in the sector, ceases
to be a producer, but assumes the role of intermediary in the chain as the pro-
duction role moves to the lower cost site. This process means that success in
particular export activities based on low wage labour will inevitably be transi-
tory and sustained export expansion will require a continual up-grading of
export composition. Success for individual countries in the export of higher
value goods will require the ability to move into ‘own equipment manufactures’
(the production of the finished goods in the chain combined with the establish-
ment of alliances to cover distribution and retailing) or ‘own brand-name
manufactures’ (the production of a firm’s own branded goods combined with
either some form of marketing alliance or more ambitiously a firm’s own distrib-
ution network). As yet the success stories of firms from developing countries in
these areas are relatively few and limited to the higher income NIEs. However,
the fact that they can be identified illustrates the potential for success in the
global economy. Examples of the development of own brand goods include
Hyundai cars and Samsung household electricals from Korea, Acer computers
from Taiwan, beers from Mexico (principally the Corona and Sol brand names)
and the Brasilia aircraft from Brazil. The implication is that there are opportun-
ities in the world market to be exploited by firms from poor countries, although,
as yet, relatively few have been able to take full advantage of them.

Globalisation and TNCs

If developing country governments and their firms have the opportunity to posi-
tion themselves in relation to global commodities chains, how should they
relate to the transnational firms that are the key engines of globalisation as sup-
pliers of technology, brands and marketing networks? A simple distinction
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between strategies followed by different countries in relation to TNCs is
between autonomous and dependent strategies.” In the autonomous case, the
entry of FDI, whilst not banned, is restricted and local firms are championed
against TNCs through various forms of financial and other support. Local firms
are encouraged to import foreign technology through licensing rather than
through partnerships with foreign investors and the entry of the latter into stra-
tegic sectors is limited. A wide range of countries including most in South Asia
and Latin America followed a version of this strategy during their import-
substitution periods, generally unsuccessfully. It is only in the cases of Korea and
Taiwan where this relative autonomy path is agreed to have produced positive
results in terms of economic performance.'*

The dependent strategy can itself be subdivided into passive and strategic
variants. In the passive form, which has been the more common, TNCs provide
the skills, technology and capital to exploit local resources either in terms of
natural resources or low cost labour. Policy involves a welcoming incentive
regime for FDI, measures to reduce the transactions costs of doing business in an
economy, the provision of a reasonably educated, trainable labour force and the
development of infrastructure often in Export Processing Zones.”” Such zones
allow firms located there the right to access to all imported inputs needed for
production at free trade prices as well as tax holidays and sometimes subsidised
factory sites and other inputs. Examples where economic zones for export are
important include both large and small countries, such as Sri Lanka, Mauritius,
Jamaica, Dominican Republic, Mexico and China. Exports that arise from this
passive strategy will almost certainly be based on existing or static cost advan-
tages, since these will be what attracts the initial FDI.

In contrast, an alternative version of strategic dependence, where countries
adopt a more directive approach to FDI can also be identified. Here TNCs are
strongly welcomed, but their investments are encouraged in particular activities
that involve higher value-added and technological complexity, so that FDI
plays an important role in upgrading a country’s export structure. Singapore is
the clearest example of this approach, although elements of the strategy are also
said to be found in Malaysia and Thailand. However, for this more directive
approach to work effectively, governments must provide the infrastructure and
related support, as well as the local investment in education and training, to
make it attractive for TNCs to invest in activities that are based on a dynamic
rather than a static version of comparative advantage.

Arguably in today’s world of globalisation an autonomous strategy in relation
to TNC:s is both undesirable and impractical. It is undesirable because of the
pace of technical change, which will leave behind countries that close the door
to foreign technology or attempt to ‘leapfrog’ into new areas through their own
technical efforts. It is impractical because of the widespread competition to
attract foreign capital, so that countries which impose what are seen as exces-
sive restrictions simply will not receive FDI, and because of the introduction of
international regulations under the World Trade Organisation (WTO), which
reduce the scope for the type of policy interventions associated with the
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autonomous strategy, particularly the ability to require TNCs to source a pro-
portion of their inputs from local supplies. What is now abundantly clear is that
TNCs have led the export drive into relatively sophisticated manufactured
goods in East Asia and may also have a significant future role in the develop-
ment of labour-intensive manufactures and the processing of primary products
for export in other regions. The key issue is how best to marshal the resources
provided by these firms in the industrialisation process, since they do not
provide a simple panacea for industrialisation.

Advantages and disadvantages of reliance on FDI

TNCs are seen traditionally as providers of a package of resources, capital,
technology, marketing and management skills. As global firms they choose to
exploit their firm-specific advantages through international production. The
ultimate national objective must be to ensure that such firms create the
maximum income within the economy on a sustainable, long-term basis. As
TNGCs bring in internationally mobile assets, governments have the respons-
ibility of ensuring that the immobile assets of an economy, essentially its human
and natural resources, are used as effectively as possible.

TNCs can cover their equity involvement in projects through transfers of
funds, either from the TNC itself or raised on international capital markets,
investment in kind, for example through equipment or technology, and through
local borrowing. The latter does not contribute foreign exchange for the
economy and may crowd out domestic borrowers. At one time, particularly at
the height of import-substitution regimes, considerable attention was given to
establishing the net balance of payments impact of FDI as a means of judging its
attractiveness. Where it was negative, so that the original foreign exchange
inflows were exceeded by outflows in the form of repatriated profits or expendi-
ture on imported inputs, considerable concern was expressed concerning the
developmental impact of the FDI concerned, which was seen as a drain of eco-
nomic surplus from poor countries. This perspective is, however, excessively
narrow.

Theoretically, if one is concerned with the balance of payments, it is the full
impact, direct plus indirect, that matters. Hence, one must allow for the full
range of indirect foreign exchange effects, which can include import replace-
ment for final goods supplied by an FDI project, and the foreign exchange
effects of using local inputs, some of which may be exportable and all of which
will have some foreign exchange content.!® Some import substitute projects
with apparent negative direct foreign exchange effects can create a positive
foreign exchange balance, once import replacement is allowed for. However, in
general, from a foreign exchange perspective, export-oriented FDI normally
significantly outperforms import-substitute activity, particularly where the latter
requires high tariff protection.

Further, in an era of globalisation and improved access to international com-
mercial borrowing, it is arguable that the key advantage of FDI is not financial,
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since finance can be obtained from other sources, either commercial borrowing
or portfolio investment (that is equity investment without any management
input), but rather the full package involving finance, plus technology, market-
ing and management skills. Also, the events of the late 1990s in East Asia have
shown that FDI is a relatively more stable source of foreign finance than short-
term loans or portfolio investment, which are much more likely to be with-
drawn from an economy at short notice at a time of financial crisis or
contagion.

In terms of technology, in the most dynamic sectors where technical change
is most rapid, it will be difficult for firms to purchase technology through licens-
ing or under technical assistance agreements with capital goods suppliers, since
technology owners will not be willing to dilute their market power. In terms of
the earlier analysis, they will wish to retain control of their producer-driven
commodity chains. Further, as a source of technology FDI has the great advant-
age that it ensures that the skills needed to operate the technology will be pro-
vided from within the TNC. However, normally TNCs tend to centralise R and
D activity in their home countries and undertake little innovative work in host
economies. Singapore is the notable exception. This relegates most host coun-
tries to follower positions accepting technical change designed elsewhere. This
is unlikely to be a major factor for many developing countries, however, since,
for all but a few higher income NIEs, attempting to undertake genuinely inno-
vative technical progress is impractical and is often economically irrational.

How far locally-owned firms benefit from the new technologies brought in by
FDI has always been a subject of considerable concern. It is likely to vary with
factors like:

e the degree of domestic competition, so that local firms operating in the
same market segment as a TNC are forced to strengthen their own techno-
logical base to survive, perhaps through involvement with other foreign
technology suppliers;'’

e the links between a TNC subsidiary and local supplier firms, who receive
technical guidance from the TNC to ensure inputs of adequate quality; this
mechanism links directly with the commodity chain analysis noted above;

e the mobility of labour from the TNC subsidiary to local firms, where
workers trained by the former take their specialist knowledge with them;

e the scope for clustering of firms both foreign and national where close prox-
imity facilitates technological collaboration.

All of these can be interpreted as forms of externality from the presence of
TNCs in an economy.

In terms of exports, nowadays in all but large economies, such as China,
India and Brazil, the bulk of manufacturing FDI will be exported-oriented
aiming at selling in world rather than domestic markets. TNCs have been
involved in a wide range of product lines from simple garment production to
assembly of computers and other electronic products. As we have seen they can

CuuDuongThanCong.com https://fb.com/tailieudientucntt


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

Globalisation and industrialisation 153

provide vital links in the value chain; not just the technology relevant for pro-
duction operations but also the brand names and distribution networks essential
for export success in competitive international markets. At one time subordina-
tion to a global company strategy was seen as an obstacle to exporting, so that a
particular subsidiary would be banned from exporting to a market, which would
be better served by another member of the TNC group. Whilst in principle such
barriers may still exist, they are now probably much less stringent than the bar-
riers posed by lack of access to TNC brand names, technology and marketing
channels.

The benefits noted above are no more than potential. How such firms actu-
ally behave in particular economies will depend in part on the nature of the
economic environment they find. Some, but not all, of the potentially harmful
practices associated with TNCs can be traced to causes within the domestic
economy. For example, if there are capital controls on profit outflows, there is a
strong likelihood that firms will use transactions between affiliates or sub-
sidiaries in the same group to manipulate declared profits, so-called ‘transfer
pricing’. If a subsidiary buys components from another enterprise in the same
international group the price charged will be an accounting, not a market value,
and as such can be manipulated in the interests of the global operation. If
profits taxes are high and capital controls on profit repatriation are in place in
the economy in which a subsidiary is based, the interests of the group as a whole
will be to inflate the cost of the components to reduce the subsidiary’s declared
profit in this host economy. This practice received a great deal of attention in
the 1960s and 1970s, as a means of siphoning funds out of host developing
economies that had formal balance of payments restrictions on capital outflows.
However, currently in the new environment of lower profits tax rates, freedom
of capital movement in most developing countries and double-taxation agree-
ments (so that tax savings in a host country are simply picked up as tax obliga-
tions in another) this is much less of an issue. Currently the problem is of more
concern in developed economies like Japan and the US, where tax rates are
higher and anti-trust regulations are tighter than in developing economies, and
where as a consequence TNCs may be more reluctant to declare their profits.

Similarly, the weak foreign exchange effect of TNCs was sometimes due to
the strong incentive they obtained from the import tariff system to sell in the
protected domestic market at prices well above comparable world levels.
Although high rates of effective protection might have also been caused by a
TNC’s own lobbying activity, removal of such protection will be a strong stimu-
lus for such firms either to reduce costs or to export, both of which should
improve the net foreign exchange position. Also, the fact that some TNCs may
produce luxury consumer items, inessential in a broader developmental sense,
can be linked with the existence of a sheltered domestic market for such goods,
which is a function of both trade protection and an inegalitarian income distri-
bution. Again, changes in either factor will lower the incentive for TNCs to
produce such items.

A perhaps more significant charge relates to the tendency for TNCs to invest
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in economies to use low cost labour for export production and not to shift sub-
sequently to more technologically sophisticated goods. The issue here is partly
whether the economic environment is conducive to this shift. TNCs on their
own will have little incentive to look to diversify and upgrade exports, where
the technological and skill base in an economy is weak. However, if these
aspects can be built up and financial incentives, such as tax credits for diversifi-
cation, are offered then governments can stimulate this shift. This is the stra-
tegic approach to TNCs noted above, which it is suggested has been highly
successful in Singapore and to a lesser extent in Malaysia and Thailand.'

Obviously, not all aspects of undesirable TNC behaviour can be explained in
this way. The issue of local linkages to domestic supplier industries is always a
source of contention since, given a free choice, TNCs would normally prefer to
source from within their own global operation, which would imply imports
rather than local supplies. Local content rules can force TNCs to establish link-
ages, but these will be difficult to impose under the new WTO rules.!® Creation
of an efficient local supply network that can compete in price and quality would
clearly help, but this may take a long time to emerge and, in the short run,
TNCs may continue to establish linkages abroad rather than at home. This may
create lower national gains than if local linkages were created, but premature or
inefficient local linkages will only penalise industries that export by reducing
their competitiveness and are therefore unsustainable. Identifying what is a pre-
mature or an inefficient linkage is difficult, but the general point is that where
cost and quality factors can be overcome TNCs may themselves establish effi-
cient local linkages in the longer term.

Also, as noted above, whilst there is the possibility of positive externalities
via technological and related spin-offs from TNC activity, the scope for negat-
ive externalities cannot be ruled out. The key mechanism here is where TNCs
enter the domestic market and force the closure of national firms, either by
direct take-over or through exit of the latter from particular areas of manufac-
turing activity. This process of denationalisation generated considerable
concern in the 1970s and 1980s, particularly in Latin America, and can be a
serious problem under certain conditions. These are principally where the
national resources affected, both labour and financial, are not absorbed in
equally productive uses and, critically, where the national level of technological
capability is reduced, leading to lower future productivity growth. This latter
situation may arise if the dominant TNC undertakes less R and D activity than
the national firm would have done. How serious an issue this actually is will
vary with circumstances of economies and particular firms.

These qualifications should be sufficient to show that TNCs do not provide a
simple panacea for developing countries wishing to industrialise. Further, even
if the balance of these arguments is overwhelmingly favourable, there is a limit
to the extent to which individual developing countries can expect to benefit
from FDI. First, there is evidence that TNCs are likely to require a minimum
threshold in terms of local skills and infrastructure before they consider invest-
ing heavily in an economy for anything other than the extraction of natural
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resources. This rules out the poorest economies automatically. Second, and
fundamentally, there is an important fallacy of composition argument. Coun-
tries are now competing strongly with each other to attract new FDI. This
involves generous tax holidays and various indirect forms of subsidy, such as low
cost factory sites. All developing countries cannot realistically expect to repli-
cate the level of TNC involvement achieved by some of the NIEs. For example,
if one takes Malaysia as a point of comparison, if all developing countries
reached an equivalent level of FDI inflow per capita as in Malaysia in the early
1990s, FDI outflows from developed to developing countries would reach over
half their total investment spending, which is clearly an implausibly high
figure.?°

Attracting more FDI per capita is a realistic option for many countries;
however, it will not solve the more intractable development problems, as for
example in much of Africa, where per capita FDI is very low in US$ terms. This
is because of the well-known pattern of FDI flowing to growing markets and
competitive low risk environments. Most African economies still do not fit this
description and domestic efforts backed by further concessional funding will
have to be the main engines of economic progress in the region. This implies
that the trend noted in Chapter 1, of the poorer developing countries falling
further behind the higher income ones and the NIEs, is likely to be exacerbated
in the future.

Globadlisation and trade in manufactures

The acceleration in the growth of world trade in manufactures raises the
prospect for developing countries of export-led growth based on closer integra-
tion with the world market. Although the process of globalisation still has many
critics, over the last twenty years or so there is evidence that, within developing
countries as a group, those countries which participated most fully in the world
economy did best.?! Countries with a rising share of trade to GDP had a faster
rate of economic growth. The more general point is that, for developing coun-
tries, closer integration with the world economy in the second half of the last
century was associated with higher economic growth, disproving predictions of
the emergence of stagnationary global forces holding back their material
progress.

Evidence on this is provided in Table 7.1, where twenty-four globalising
economies are identified, whose foreign trade to GDP ratio rose significantly
post-1980. Of these, two-thirds experienced accelerated growth in per capita
income. An aggregate comparison between these, and developed and non-
globalising developing countries (weighted by population) is given in Table 7.1.
It is clear that the twenty-four economies have done much better post-1980
than in earlier decades and much better than the group of non-globalisers.?

There can be general agreement that rapid growth of manufactured exports is
an essential requirement for successful industrialisation. The key policy issue is
how best to stimulate export growth. Does one do it through heavy involvement
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Table 7.1 Globalisers and growth

Per capita GDP growth rates by decade and country group®

1960s 1970s 1980s 1990s
Developed countries 4.5 34 2.5 1.9
Post-1980 globalisers 1.0 1.8 2.5 5.1
Other developing and 2.2 2.6 -0.1 -1.1

transitional economies

Source: Dollar and Kraay (2001).

Note
a Growth rates are population weighted.

with TNGCs, for example through institutional arrangements like export process-
ing zones and tax incentives! Does one rely on macro economic reform and trade
liberalisation to create a more competitive and open economy and the set of
incentives that all firms, both foreign and local, can respond to? Alternatively
does one attempt to create the immobile national assets, in terms of physical
infrastructure and human skills, that will provide the base for internationally
competitive production and also attract foreign investors? Most observers would
suggest that export success requires a combination of all of these measures,
although the emphasis has varied between successful countries at different times,
particularly in relation to ownership and degrees of intervention.

Here we note that, whilst many observers conclude that TNC involvement
may well be critical for sustained export success, there are clear limits to the
passive-FDI dependent strategy, based on export processing zones or tax induce-
ments to inward investment. One relates to the footloose nature of such invest-
ment. If TNCs can shift their export platforms from the Caribbean to Sri Lanka
or China in pursuit of lower wage costs or further tax holidays, when the ori-
ginal concession periods run out, then clearly there will be limits to the extent
that they can create sustained export success in any one economy. Also, the
relatively low technology nature of such activities implies that, in the longer
term, demand prospects for such goods will weaken, particularly as new market
entrants arrive, and that countries will be locked into exports with sluggish
demand prospects. Both factors suggest that countries need to look to ways to
harness FDI to move up the stages of comparative advantage.

Export achievements

Chapter 2 has summarised some of the basic data on trade in manufactures and
its uneven spread between developing countries. As we have seen, developing
country exports of manufactures have grown rapidly since the mid-1980s and
over the same period their share in world exports of these goods has risen to
nearly a quarter. Remarkably, developing country shares in electronic exports
have grown from 14% in 1985 to 34% in 1998 reflecting the expansion of what
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Table 7.2 Wage competitiveness in selected countries and sectors (1995)

Footwear Textiles Clothing Metals Wood Rubber Plastics Electricals

Korea 1.03 0.81 091 0.79 0.83 0.74 0.58 0.59
Taiwan 2.21 1.45 1.29 1.71 1.81 1.86 1.85 1.80
Chile 0.69 0.83 0.79 0.75 0.61 0.69 0.75 0.93
India 0.99 1.01 0.49 0.97 091 0.88 0.88 0.85
Indonesia 0.85 0.47 0.95 0.55 0.53  0.72 0.64 0.76
Kenya 1.13 1.61 1.17 0.91 1.20  0.61 0.63 0.56
Malaysia  1.08 0.73 1.42 0.83 0.85 0.76 0.92 0.97
Mexico 1.62 0.96 1.20 0.76 0.76 0.96 0.83 0.83
Philippines 1.36 0.69 1.12 0.79 0.90 0.71 0.69 0.84
Thailand  1.23 0.87 1.70 0.71 0.57 056 0.83 0.65
Turkey 0.69 0.42 0.38 0.46 0.96 0.57 0.34 0.51
Zimbabwe 0.95 0.56 1.26 0.99 0.73  0.74 1.36 1.05

Source: UNCTAD (1999) Table 6.2.

have been classified as high technology exports.?* Despite this export expansion,
predominantly from the NIEs, for a majority of developing countries manufac-
tured exports are still principally of the labour-intensive, low technology type
based on the availability of low wage labour and natural resources.

In such activities, where products and their technology are relatively stan-
dardised, developing countries can compete successfully on the basis of low
wage costs. However, it is not inevitable that simply because wages are low, pro-
ducers will be cost competitive. Table 7.2 summarises the position in terms of
wage competitiveness for a range of sectors and economies in the mid-1990s.
The measure of competitiveness used is unit wage costs in US$ relative to the
level of unit wage costs in the same activity in the US.?* Three factors deter-
mine this measure of competitiveness: wage rates, labour productivity and the
exchange rate. Hence the boost to competitiveness from low money wages can
be offset by low productivity and appreciating exchange rates.

A wage competitiveness figure of below 1.0 means that, in unit wage costs, a
country is competitive with the US and the lower the figure relative to other
countries the more competitive will be producers in the country concerned.
This particular indicator is crude since, for example, it assumes product homo-
geneity within each sector and that prevailing exchange rates represent under-
lying equilibrium values. Nonetheless, it highlights some basic points. By the
mid-1990s, some of the NIEs had become uncompetitive in wage costs in a
number of sectors; for example, Taiwan for all sectors covered and Korea for
Footwear. On the other hand follower economies in East Asia such as Indonesia
and Thailand appeared highly competitive in most sectors. More strikingly
some manifestly low wage economies, such as India, Kenya and Zimbabwe, were
not always wage competitive with the US, let alone with other low-income
competitors.?

Hence low productivity and exchange rate overvaluation clearly can mean
that even in relatively technologically simple, labour-intensive activities, low
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Table 7.3 African economies: manufactures in total exports (early 1990s)

(%)°
Angola 2.5
Congo 1.7
Cote Ivoire 13.7
Ethiopia 4.8
Ghana 10.9
Kenya 19.4
Madagascar 13.9
Malawi 6.2
Mauritius 59.6
Mozambique 275
Nigeria 1.6
Senegal 20.6
Sierra Leone 21.0
Somalia 2.0
South Africa 31.5
Tanzania 12.1
Zambia 6.6
Zimbabwe 30.8

Source: Calculated from UNCTAD (1998) Table 49.

Note
a Figures are averages from five or six alternative sources.

wages per se are unlikely to be a guarantee of international competitiveness.
The most obvious manifestation of this is the low share of manufactures in the
exports of most African economies despite declining real wages in many of
these economies since the 1980s. Table 7.3 brings together alternative estimates
of the share of manufactures in total exports for some of the main African
economies. Because of data uncertainties a number of alternative estimates are
available for the manufacturing export share in these economies and here this
problem is overcome by averaging the figures from the various sources.

Clearly one would expect such export shares to vary between countries on
the basis of natural resource endowments (the share of manufactures in total
exports will be low in countries like Nigeria and Angola, for example, due to
the availability of oil resources) and with the availability of human skills rela-
tive to other resources. The very high export share in Mauritius, for example,
based on FDI in export processing zones, can be explained in part by the greater
availability of skilled labour. However, even allowing for the fact that most
African economies are poorly endowed with human, physical and financial
capital relative to land, in the majority of cases the export share for manufac-
tures is lower than would be expected allowing for these characteristics. Policy
errors in the 1970s and 1980s, particularly in relation to the exchange rate, are
one explanation for this larger than expected divergence, but this is probably
not the full story.?

One of the few detailed studies of the manufacturing export sector in Africa
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concluded that most export firms were set up initially to serve the domestic
market, with many moving first into the less demanding regional market, before
attempting to sell internationally. However technological and marketing cap-
abilities were often weak, technology used was often well behind the inter-
national frontier and domestic networks of suppliers and support services often
functioned poorly.?” In terms of our earlier discussion, there were weaknesses at
various points in the value chain and as a result there is a long way to go before
export-oriented manufacturing development can make a major impact in
raising income levels in most of Africa.

Nonetheless, elsewhere simple labour-intensive exports have expanded very
rapidly, particularly since the late 1980s and have been a major source of
employment growth. Very high rates of growth of garment exports were
recorded by Bangladesh, Sri Lanka and Vietnam, for example, on the basis pri-
marily of low cost labour working-up imported patterns and product speci-
fications and often imported fabrics usually as part of the buyer-driven
commodity chains discussed above.?”® In the first two of these economies, textiles
and garments in combination have come to provide the bulk of manufactured
exports (around 70% in Sri Lanka and over 90% in Bangladesh in the mid-
1990s), although arguably this is an unhealthy degree of dependence.

At the other extreme, in Chapter 2 we pointed to the dramatic shift in
export composition towards technologically more sophisticated, capital-inten-
sive goods that has occurred in the NIEs of East Asia. Table 7.4 shows the com-
position of exports for the top thirteen developing country exporters (of these

all but the Philippines are included as NIEs in Table 1.10). Table 7.5 gives the

Table 7.4 Composition of manufactured exports top thirteen developing country
exporters (1998) (%)

Country Total Resource-  Low Medium High
manufacture based (%)  technology  technology  technology
exports US$ (%) (%) (%)
million

China 167,881 10 50 20 20

Korea 120,700 11 21 38 30

Taiwan 105,553 6 30 27 37

Mexico 103,681 7 19 44 30

Singapore 103,488 14 7 19 60

Malaysia 65,940 17 11 20 52

Thailand 44,759 19 25 21 35

Brazil 38,881 40 15 37 8

Philippines 28,118 7 15 11 67

Indonesia 26,894 39 33 18 10

India 25,855 30 49 15 7

Hong Kong 23,167 5 56 13 26

Turkey 22,885 15 58 21 6

Source: Lall (2000a) Table A.3.
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Table 7.5 Composition of manufactured exports by region (%)

Region, 1985 Resource- Low Medium High
based technology technology technology

East Asia 23.1 38.3 23.0 15.6
South Asia 32.3 55.8 9.2 2.8
Middle East and 70.1 17.1 11.3 1.6
North Africa

Latin America® 61.1 16.2 18.9 3.8
Sub-Saharan 70.7 10.1 13.8 5.5
Africa®

Region, 1998

East Asia 12.1 28.3 23.6 36.0
South Asia 21.7 61.6 12.1 4.6
Middle East and 44.3 33.7 18.8 33
North Africa

Latin America® 47.2 16.8 29.1 6.9
Sub-Saharan 51.3 35.0 11.5 2.2
Africa®

Source: Lall (2000a) Table 5.

Notes
a Excludes Mexico.

b Excludes South Africa.

same information aggregated by region. Resource-based manufactures remain a
major component of exports in the large economies of Brazil, India and Indone-
sia, whilst China, India, Hong Kong and Turkey have the majority of their
exports in the simple low-technology category. However, the same is not true
for most of the East Asian economies. Of the East Asian economies in Table
7.4, in all but Hong Kong and Indonesia, medium and high technology goods
are a majority of manufactured exports.

The Malaysian example is particularly relevant here as a successful follower
economy. Malaysia had become the developing world’s sixth largest exporter
of manufactures by the early 1990s. After an early reliance on resource-based
manufactures, particularly rubber-based, from the 1970s onwards the major
manufactured exports were in the relatively high-skill and technologically
complex areas of electrical and electronic products, which by the early 1990s
came to take over 60% of Malaysian exports. As a result Malaysia emerged as
one of the world’s leading exporters of semi-conductors, disk drivers, telecom-
munications equipment, air-conditioners and various household electricals.
Further, within these categories, Malaysia upgraded its export structure by shift-
ing beyond simple manual assembly of such goods.?”

In Malaysia, the Philippines and Singapore, the bulk of these exports are
from TNCs, who provided the institutional mechanism for export diversifica-
tion and it is in these economies that producer-driven commodity chains have
had the greatest effect. On the other hand, in Taiwan and Korea, local firms
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have been the driving force behind most of the export growth as these
economies pursued their own largely autonomous technological and export
path.

In Latin America, despite a shift in export composition and the emergence
of manufactured exports from some previously protected industrial sectors, in
form of ‘import-substitute restructuring’, with the exception of Mexico, the
performance of manufactured exports in the 1980s and 1990s has generally been
disappointing. In Mexico a combination of effective incentives, access to the
US market via the North America Free Trade Area and the decisions of TNCs
appear to have ensured that large manufacturers, at least, have successfully
made the shift to exporting.’*® Automotive products, cars and parts, as well as
consumer electronics and electronic machinery have been particularly signifi-
cant. A major part of Mexican manufactured exports come from maquila firms
established initially to process or assemble imported inputs chiefly from the US
for sale again primarily to the US. Such firms operated under a special import
regime, which guaranteed exemption from import duties, but also imposed
restrictions chiefly on the sale of output to the domestic market. With the
introduction of a free trade area between Mexico, the US and Canada such
special arrangements are increasingly redundant and the intention is to put all
US-Mexico trade on this footing by 2010.%!

Elsewhere in Latin America there has been much less success in export
diversification. In Chile, most non-traditional exports are still based on process-
ing of agricultural goods and natural resources, with only 17% of exports classed
strictly as manufactures in 1998. Colombia has a tradition of manufactured
exports stemming from its attempts at export promotion in conjunction with
import-substitution. This appears to have been an element in generating later
success. However, nonetheless, manufactures were still only 30% of exports in
the late 1990s. In Brazil, whilst manufactures were normally around 50% of
exports in the 1990s their growth has been disappointing partly, as Table 7.4
shows, because a majority are in the lower technology areas. The precise reasons
for disappointing manufactured export performance in Latin America will vary
between countries, but key factors usually cited are the level and instability of
the real exchange rate, the condition of infrastructure — roads, ports, railways
and so forth — and, in some cases, continued anti-export biases in the incentive
structure.*

Conclusions

What can one conclude regarding globalisation and the industrialisation
process in developing countries? The most basic point is that, despite potential
difficulties with market access and some adverse price movements for traditional
primary exports, increased integration with world markets for both commodities
and capital offers poor countries considerable potential for future growth via
industrialisation. That this potential has not always been realised is clearly true.
The causes for this under-achievement will vary between countries and will
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include policy errors, political instability and adverse external economic and
non-economic shocks. Links with TNCs through either buyer or producer
driven chains offer a way forward. Whilst it is clearly desirable for national firms
to attempt to build their own expertise all along the value chain, they may
struggle to achieve competitiveness if they rely on their own technological
capability or marketing capacity. There is no simple set of measures that guaran-
tees that countries will benefit from the process of globalisation, but what is
becoming increasingly evident is that those countries that fail to seize the
opportunities opened by the expanding world trade system and the major
increase in international capital flows will almost certainly fall behind others
that take their opportunities. What this implies in terms of policy mix for indus-
try is discussed further in the following chapter.
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8 Creating competitive
advantage

If there is a consensus around the proposition that for sustained economic
success industries and firms must move up the ladder of competitive advantage,
shifting away from a reliance on goods with a simple lower-order advantage
based on low wages or natural resources, the critical policy question becomes
how this can best be achieved. Once posed in this way, the problem can be
linked with the role of government and the future of industrial policy. Here we
use the latter term to refer to an explicit attempt by governments to alter the
pattern of resource allocation away from that which would result from a market-
based system. Since all governments intervene in some way (even if only to
collect small amounts of taxes to pay salaries of civil servants), we can say that
by this broad definition there will always be a version of industrial policy in
operation, even if only a very weak one. In the literature perhaps three broad
strands of argument can be found; one which suggests that industrial policy will
inevitably produce inferior outcomes to those generated by markets — the
extreme ‘government failure’ case; that which argues that industrial policy will
be essential to overcome the obstacles faced by poor countries wishing to indus-
trialise — the extreme ‘market failure’ case; and third, that which acknowledges
the success of industrial policy at certain times and in certain contexts, but
which recognises that there can be no universal validity in claims for its import-
ance. It is this pragmatic approach that we wish to stress. We take the view that
there is no basis in either theory or practice to expect competitiveness to be
created on the basis of firms’ initiatives alone. Hence the question becomes
what can governments try to do, apart from keeping the basic macro economic
fundamentals like inflation, and the exchange rate at sensible levels? The
answer will inevitably depend on the circumstances of the case.

Alternative versions of industrial policy

For the purposes of discussion we can highlight four idealised types of industrial
policy:

® a minimalist version where the government has essentially a ‘nightwatch-
man’ role, protecting property rights of investors, whilst providing basic
infrastructure and social services;
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* 2 ‘market-friendly’ policy, where the state intervenes to counter the effects
of market failures, for example in the dissemination of information, and in
support of activities with external benefits (for example, education, training
and research and development investment) and possibly with non-
discriminatory support for new industrial investment;'

® an interventionist policy in which the state both picks and attempts to
create winners by channelling resources (for example, in the form of
domestic credit, foreign exchange or technology licences) to particular
sectors or firms within sectors;

e 2 full command system where the state sets detailed production targets for
industrial enterprises (which will have to be state owned) and controls the
aggregate level of industrial investment.

These four versions of industrial policy run from the extremes of virtual laissez-
faire (that is, a position of leaving decisions on industrial competitiveness to
firms themselves) to the other of a central planning system, where firms have no
independent role. In between are the more plausible alternatives — the market
friendly and interventionist versions. The nightwatchman model may have an
appeal in a context of a very weak, incompetent or corrupt regime, but it finds
little support from any theoretical position. Contrary to some popular discus-
sions on the topic, Neoclassical economic theory does not support this
approach, but implies that where markets fail to function effectively, as, for
example, in the presence of externalities or lack of information, government
intervention will be required to help imperfect markets. As discussed in
Chapter 3, however, this theory argues strongly for tax-subsidy solutions
rather than direct controls in these situations. At the other extreme, the
central planning model has been shown to be highly effective in raising rates
of industrial growth over the short term, as evidenced by experience in the
Soviet Union and elsewhere. However, it has been extremely ineffective over
the longer run in generating internationally competitive, technologically
dynamic products. Further, application of central planning requires a political
system in which social ownership of the industrial sector is the norm. As we
have discussed in Chapter 2, with the changes in previously nominally socialist
countries over the last twenty years, these political preconditions are clearly
absent.

On the other hand, the interventionist model of industrial policy finds con-
ceptual support from the revised Structuralist arguments discussed in Chapter 4
and empirical support from the post-1960 experiences of the NIEs, principally
Korea and Taiwan, and of Japan. Whilst no simple East Asian model of indus-
trial intervention can be identified, since there were significant institutional
and historical differences amongst the countries that practised this form of
policy, the success of different forms of intervention in the particular circum-
stances of these countries and in specific time periods has been seen by some as
crucial evidence on the importance of such a policy, at least under certain con-
ditions.?
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Table 8.1 Characteristics of alternative versions of industrial policy

Market-friendly Interventionist

Relationship Non-discriminatory, Highly discriminatory,

with private sector arm’s length close

Position on FDI Welcoming Restrictive

Objectives Offset externalities, Create economic rents,
improve information stimulate dynamic efficiency

Mechanism Price system Controls

Measures Taxes, subsidies Licensing, directed credit,

quotas, targets plus some
taxes and subsidies
Examples Subsidy for training and Directed, subsidised lending,
R and D. differential import tariffs.

Here in our discussion of policy alternatives we focus only on the two more
plausible alternatives. Table 8.1 summarises the key features of stylised versions

of both.

A market-friendly industrial policy

The market-friendly approach follows directly from Neoclassical theory. It
stems from the insight that markets will never work perfectly in the formal
theoretical sense and may work sufficiently poorly to require state intervention.
However, where the state does intervene, from this perspective it should only
do so in a way that supports the functioning of markets. Intervention should not
override or distort markets and should be as transparent as possible. The theory
underlying this is the analysis of market competition, which will be imperfect
whenever all participants in a market have less than complete information and
whenever individual, that is private, costs and benefits from actions in the
market diverge from social ones. Chapter 4 has already noted the large literature
on external effects in the context of industrialisation and Chapter 6 discusses
some of these issues in the context of technology. What do these theoretical
points imply for discussion of industrial policy?

As information imperfections can be significant, governments can play a
facilitating role in spreading data on, for example, export markets, employment
opportunities and technological norms and standards. Further, lack of informa-
tion can heighten risk of failure causing firms to abandon investment plans.
However, the market-friendly approach implies that this information problem is
more acute for public sector planners than for entrepreneurs. The latter, it is
argued, are closer to their sectors and hence are better placed to observe market
trends. Picking winners or identifying potentially successful firms, or even
sectors, to support is generally beyond the capacity of most public bureaucracies.
This can account for government failures in this area in supporting economic-
ally non-viable projects.
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Beyond this limited role, in terms of information dissemination, there is the
issue of externalities. If firms themselves under-invest relative to what is socially
desirable, for example because trained workers leave to go elsewhere or because
newly developed technology can be modified or copied by others, then govern-
ments can offer compensation to encourage additional training or R and D
activity. In these illustrations, instead of raising profits by import tariff protec-
tion or credit subsidies, which it is argued can have negative effects on effi-
ciency, market-friendly interventions would be targeted as directly as possible,
for example by offering subsidies for labour training or R and D. Such subsidies
need not involve cash transfers, but could be in the form of tax allowances for
private expenditure under these headings. In addition, there will be areas where
private provision is not envisaged either due to their public good characteristics
and or to the fact that investment is risky or benefits are external and cannot be
captured fully by individual investors.> Public financing of industrial research
institutes where the knowledge generated is pure rather than applied is an illus-
tration of the first case and public provision of road infrastructure is an example
of the second. In theory even export subsidies could be justified as a means of
offsetting the cost of breaking into new markets, thus providing an externality
to other producers who draw on this experience, although they now contravene
WTO regulations and their use would invite retaliation against the user by its
trading partners.

In the market-friendly approach, transparency in method of support and neu-
trality as between enterprises is critical to avoiding the misuse of resources in
rent-seeking, that is lobbying for special favours. The whole purpose of inter-
ventions is to create extra incomes or rents for the beneficiaries of industrial
policy. Hence favouring one enterprise over another in an industry is both
inequitable and creates a strong incentive for competition between enterprises
to obtain the special support. This process can create the conditions for signifi-
cant corruption, as well as diverting resources from productive uses. These costs
of rent-seeking have been of concern to many observers of past policies.

Also central to a market-friendly regime is a well-developed system of finan-
cial institutions that can transfer funds from savers to investors and monitor the
effectiveness of investment. Governments have a role, less in providing the
direct finance through publicly owned institutions, but more through regulation
of the financial sector to ensure that banks have adequate capital reserves and
follow sound banking practice. In this way, saver confidence in the system can
be maintained and banks can act on the basis of commercial criteria to allocate
credit between borrowers. In a market-based system, it is essential that financial
resources can flow to the investors who can use them most productively, so that
financial sector reform is seen as a prerequisite for economies wishing to estab-
lish an effective industrial policy.

Specifically in relation to the industrial upgrading necessary for export diver-
sification, the argument is that this can be achieved primarily through the
information provided by markets and by the discipline imposed by market
competition. In other words, the market provides the ‘command’ system for
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enterprises. Left to take commercial decisions in a competitive market environ-
ment and faced by price signals that reflect relative economic scarcities, firms
will themselves seek out export opportunities and the alliances and organisa-
tional change necessary to establish the relevant links along the value chain.
Government policy should support not direct this process, for example by pro-
viding an exchange rate that allows exporters to be competitive, a trade regime
that allows them to import foreign inputs (so that any import tariffs on inputs
used for export production are either waived in an exemption scheme or
refunded in a drawback scheme), and an investment regime that encourages
inward foreign investment in manufacturing. In addition, where necessary, gov-
ernments should fill the gaps, in terms of information and under-investment,
left by market-driven decisions. In relation to TNCs, the market-friendly
approach implies a welcoming attitude with minimal restrictions on firms’
ability to take their own decisions. However, where governments can detect a
divergence between short-term returns to the foreign firms themselves and
longer-term returns to the economy, which can be rationalised as a form of
externality, then logically under a market-friendly policy, intervention would
be called for to bridge the gap between private and economic returns. The
clearest example of this is the Singapore government’s encouragement to TNCs
to shift into more technology-intensive lines of production than the firms them-
selves would initially have chosen.

Overall, the aim is for a level playing field as between firms and, extending
the metaphor, the role of policy is to ensure that the pitch has a smooth playing
surface on which the skills of the players can thrive. This, of course, is a descrip-
tion of an ideal type, not a reflection of a real world scenario and, in practice, it
is difficult to state categorically which countries have gone down this path in a
purist sense. Singapore with an open, but nonetheless directive, industrial strat-
egy probably comes closest to this ideal type. More controversially, World Bank
(1993: 84) in its assessment of the rapid growth of the East Asian NIEs suggests
that most of the government intervention in that region should be seen as
market-friendly rather than interventionist. This is on the grounds that policies
were applied pragmatically, if they worked they were retained, whilst if they did
not they were rapidly abandoned. Further, levels of price distortion as a quantita-
tive measure of intervention in markets (for example, the effective rates of pro-
tection discussed in Chapter 3) were lower there than in other countries. This is
a widely disputed judgement, however, with critics arguing that most of the NIEs
are paragons of an interventionist policy.*

An interventionist industrial policy

The rationale for an interventionist policy can be based on a judgement about
the ineffectiveness of tax-subsidy measures to overcome particular market
imperfections. For example, simply offering firms a tax concession if they choose
to invest in developing new technologies may be insufficient to overcome the
risk of failure. Put in these terms, rejection of a market-based solution may be
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on empirical rather than conceptual grounds. A broader rationale can be
derived by reference to economic history and the concept of latecomer industri-
alisers. Countries that industrialise late will have the advantage of existing
international technology to draw on, but the disadvantage that they will have
to apply it in competition with well established competitors in other economies.
Resolution of this dilemma requires state support for the industries in these
economies, which in turn will necessitate state involvement in guiding the evo-
lution of the industrial sector.’

An active industrial policy is often associated with Japan and the NIEs of
Korea and Taiwan, and more recent discussions have also linked it with fol-
lower economies in East Asia of Malaysia, Thailand and Indonesia.® India and
countries elsewhere in South Asia had an active state-led industrial policy,
where public enterprises were the leading force for a time. An explicit industrial
policy has also been used at various times in Latin America, for example in
Mexico, Brazil and Chile, although less so in Argentina.’ It is important to
stress this range of applications, since there is no simple blueprint or design for
such a policy and even within East Asia there were significant institutional dif-
ferences in the way the policy was practised. Also there is now agreement that
where it worked best this approach was applied flexibly and pragmatically, so
that if one method of influencing the private sector failed, either objectives
were altered or another method was tried.

As in the case of our discussion of the market-friendly approach, we set out
an ideal type by focusing on essential features rather than precise details of such
a policy. These essential features are summarised below.

e The provision of information on markets and related opportunities to the
private sector as part of a close working association between the state
bureaucracy and the private sector, so that each are aware of the other’s
concerns in particular areas through a system of industry associations and
‘deliberation councils’. In Japan the concept of the bureaucracy informing
the private sector of its wishes and often imposing these was termed one of
‘administrative guidance’.?

e  Public investment in, and often public financial support for, private invest-
ment in activities with important external benefits (such as physical infra-
structure, training, education and R and D).

* A willingness to alter price signals (for example import duties or interest
rates) as well as quantitative controls (such as investment licensing) to
influence firms’ decisions. This has both positive aspects, encouragement to
invest in certain activities, and negative aspects, in the sense of a restric-
tion of additional investment in certain areas.

e A focus on particular firms or groups of firms that receive special favours,
because they are seen as strategic or priority; these are the ‘national cham-
pion’ firms.

e A system of ‘contests’ whereby firms receiving state support compete
against each other to meet performance targets set by governments (the
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best known example of this is the export target system whereby export sales
at particular levels are required to gain access to subsidised credit).’

¢ A deliberate attempt to deepen the industrial structure by shifting invest-
ment into activities with higher technological complexity.

¢ A willingness to negotiate with TNCs over the details of their technology
transfer to national firms and over the form and direction of their invest-
ments in the national economy. However, in some versions (particularly in
East Asia), industrial policy involved a distinct preference for national
ownership in key industries, which implies the need to restrict FDI in
certain areas, either through outright prohibitions or the restriction of
TNC:s to minority share-holdings.

Whilst some of these features are shared with the market-friendly approach,
others are not. The key points of difference are selectivity as between firms and
sectors, with planners anticipating and in some instances trying to create
market trends, and use of a variety of non-market mechanisms to shift resources
into particular areas. We can illustrate the variety of forms of intervention used
in different countries.

Central to all versions of industrial policy has been the use of subsidised and
directed credit targeted at particular branches and often at firms within those
branches. Conceptually, this can be seen as a form of compensation for the fact
that, in developing countries at early stages in their development, capital
markets for finance will not be available so that firms cannot attract external
finance by share issues. Finance for investment will thus have to come from
retained earnings and loans. If privately-owned banks are unwilling to lend long
term for industrial investment, because of the perceived risks or because they
themselves lack the funds, an alternative mechanism will be required. The
institutional mechanism used to channel public funds to new industry in many
countries was the state-owned development bank. Such banks typically lent
long term at concessional rates of interest with the explicit objective of building
up the industrial base of an economy.°

Not all credit interventions involved state banks and, in parts of East Asia, a
private sector version of this mechanism evolved as part of the conglomerate
group structure. Where a bank was also part of the same group as a manufactur-
ing enterprise, it would lend to that enterprise often at concessional interest
rates. In so far as industrial policy allowed governments to influence the
decisions of these large groups it could affect credit flows to individual enter-
prises through this intra-group lending.!!

Whilst the supply of finance was probably the main weapon of an interven-
tionist industrial policy as it operated in the past, a whole range of more specific
controls can also be applied.

Licensing — licences for the import of goods or technology or for investment
approvals can be used to determine which firms or sectors get access to foreign
exchange or technology. Negotiations over the issue of licences provide a forum
for establishing performance criteria that recipients will be expected to meet.

CuuDuongThanCong.com https://fb.com/tailieudientucntt


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

170 Creating competitive advantage

Import quotas — quotas can be used to restrict access to the domestic market
for imports that compete with local producers. In practice, quotas were often
imposed primarily at times of balance of payments difficulty, as a means of con-
serving foreign exchange, but they can be, and at times were, used to guarantee
local producers a share of the domestic market.

Import tariffs — differential rates of import tariff can be used to generate eco-
nomic rents, for particular import-competing producers. This is the infant
industry mechanism, discussed in Chapter 4.

Direct guidance — directives can be given to firms in a particular sector to
merge, if it is felt that the market can only support a smaller number of produc-
ers or to rationalise production by market sharing to avoid excessive competi-
tion. How these directives can be imposed on firms will vary. In most versions
of interventionist policy, they will either apply to public enterprises, where
there should be no control problem, or be applied to private firms as part of the
working relationship between government and industry. Hence, to impose these
directives, governments will need to ‘sweeten the pill’ by offering other conces-
sions, for example in relation to credit or import protection, in return for the
desired mergers or rationalisation.

Targeting — encouragement of activities can be granted in return for achieve-
ment of targets specified by the government, as part of the contest system
referred to above. Targets used in the past have varied but have included
particular levels of export, use of local inputs and raw materials, employment
generation and development of new products and technologies. In Latin
America, limits on enterprise debt—equity ratios were used by development
banks as a means of restricting the size of individual firms."

R and D investment — public investment can be focussed on operationally
relevant technologies, which can be disseminated to the private sector by the
work of public research institutes. The development of science parks, with
the aim of encouraging locational external benefits, through various forms of
encouragement to private firms to locate there, is an extension of policy in this
area.

Where this policy has worked best, the relationship between the state and
private sector has been based on a well-recognised notion of reciprocity. Gov-
ernments support firms, who both compete for these favours and recognise that
they have an obligation to fulfil various performance targets. Where this
reciprocity is absent, interventionist industrial policy can rapidly degenerate
into rent-seeking or crony capitalism, so that the establishment of a form of
control mechanism is vital. In terms of export upgrading, industrial policy
should seek to encourage producers to think of exports at a relatively early stage
and to enter new higher value-added areas.

Japan, Korea, and Taiwan are the countries most often cited as examples of
an interventionist industrial policy.”> However even between these economies,
where there were superficial similarities, the form of policy differed. For
example, in Korea and Japan, the Ministries of Finance and Industry were the
dominant actors in the bureaucracy, whilst Taiwan relied more heavily on task
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forces outside the normal system of ministries. Similarly, Taiwan relied much
more heavily on state investment in key industries as opposed to encourage-
ment to private initiatives in these areas. On the other hand, large private
groups have been much more significant in Korea (the chaebol) and Japan (the
keiretsu) than in Taiwan. In terms of the impact of targeting, as we have noted,
the Korean export targeting system has been widely praised for forcing Korean
firms to export at an early stage (through cross subsidisation of exports by the
profits from sales in the protected home market) and thus gaining efficiency
benefits in the form of access to foreign markets and technology. In each of the
three cases, reliance on FDI was modest and at a relatively early stage in their
industrial development, governments were reluctant to allow heavy foreign
investment because of its apparent threat to the national champion firms they
were attempting to encourage. Hence, whilst there was a clear readiness to
accept foreign technology through licensing agreements, the strong preference
was for this to allow national firms to build up national competence.'*

However, in each of these countries the state—private relationship has
evolved over time with the state gradually playing a smaller role. As economic
development has taken place and the power of private groups has grown, so has
their ability to resist state initiatives. The financial scandals in recent years
highlighting corruption in the government—business links in Korea can be
interpreted as weakening in the contest system there and a successful attempt
by the private sector to capture key elements of the state bureaucracy. Recent
Korean experience also suggests that the administrative guidance model may
have limits, particularly because of its reliance on a controlled financial sector
where banks are subject to government guidance on where to lend. We return
to this point later (page 174).

Elsewhere in East Asia the activism of industrial policy has been somewhat
less apparent. As we have noted, Singapore, with its heavy reliance on foreign
investors and its less intrusive state—private relations, is probably closer to the
market-friendly model, although state initiatives have been instrumental in
encouraging foreign firms to move into higher value-added technologically
sophisticated areas. Malaysia, on the other hand, is more ambiguous since, from
the mid-1980s onwards, there was an attempt to deepen the industrial structure
by developing linkages between exporters and domestic input suppliers and by
technological upgrading by TNCs. The instruments used for this purpose are
familiar from the discussion above and include selective tariff protection, skills
provision and selective investment incentives to encourage more technologi-
cally intensive activities."” In Indonesia, whilst interventions proliferated, at
least one eminent observer concludes that selectivity, whether in differential
rates of tariff protection or directed credit allocations, was likely to be haphaz-
ard and ad hoc, guided more by issues of patronage and special pleading than by
notions of strategic intervention in support of dynamic activities.' In Thailand,
new industrial activities were offered a range of incentives provided they met
many of the performance criteria noted above.!”

Outside East Asia the success of an interventionist version of industrial
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policy is at best mixed. Indian experience, before the weakening of controls in
the 1990s, has been heavily criticised for either dampening down private initi-
ative or encouraging it in the wrong areas, as firms could make high profits in
activities highly protected from foreign competition.!® In Latin America, Brazil
and Mexico at various times have attempted versions of industrial policy.
Chapter 6 has already discussed the largely unsuccessful attempt in Brazil to
build a national computer industry behind protective barriers and import
restraints that were designed to reserve segments of the local market for
national firms. Even after liberalisation in the early 1990s, local investment was
still encouraged by government procurement policy favouring locally supplied
computers over imports provided the former were price competitive. In Mexico,
in the 1980s, at a time of general trade liberalisation, industrial programmes
were applied to grant special support to the sectors of automobiles, computers
and pharmaceuticals. Firms in these sectors were granted special treatment in
access to imported inputs and eligibility for tax credits. As a condition for this
support, firms were required to match their expenditure on imports with export
sales and to maintain a minimum level of differential between domestic and
import prices for their goods. These special programmes were only removed in
the early 1990s, several years after the general import liberalisation and have
been praised by some observers for facilitating restructuring in these sectors.!’

Does an interventionist industrial policy work?

Establishing that countries used the tools of an interventionist industrial policy
is not the same thing as demonstrating that such a policy was effective in raising
the growth rate and altering the structure of economies in an economically pro-
gressive manner. Conventional economic efficiency criteria were often ignored
in such programmes, leading to the type of inefficiency results reported in
Chapter 3. The long periods of protection granted to firms and the ineffective-
ness of control mechanisms in forcing improvement in efficiency have been
documented for many countries. East Asia is the only region where sympathetic
observers have been able to point to significant success in terms of structural
change arising from industrial interventions. The early focus on exports, which
turned conventional infant industry ideas on their head, is generally seen as
critical to industrial success. Even the policies of directed credit at concessional
interest rates, which were widely criticised elsewhere, were found to work effect-
ively in at least some of the East Asian NIEs. A significant part of the growth in
these economies appears to have been due to high rates of savings and reinvest-
ment, but their productivity performance in their high growth years was also
good by comparative standards.?’ Several policy initiatives to move into heavy
and chemical industry, for example in Korea in the 1970s and Malaysia in the
1980s, have been criticised as premature and misguided but, these apart, the
robust performance of these economies has been linked with the application of
industrial policy.

Assessing the impact of a very diverse set of policies is difficult, particularly
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because a policy that works in one place at one point in time need not be uni-
versally successful. What emerges clearly in considering recent experience is
that industrial policies cannot be judged in isolation from an economy’s stage of
development and the international economic environment it faces. A plausible
case can be made that industrial interventions, which may have contravened
short-term efficiency considerations, appeared to work effectively in the East
Asian NIEs at relatively early stages of their industrialisation. In the 1960s and
1970s risks associated with industrial investment were relatively high and finan-
cial markets were poorly developed. Industrial policy provided a transfer
mechanism for shifting resources to industrial investment, often, it should be
noted, at the expense of domestic consumers. High private savings and high
investment aided by government strategic interventions provided a very strong
boost to industrialisation, most obviously in Korea and Taiwan. However,
arguably once an industrial base has been established through this mechanism,
short-term efficiency considerations assume greater significance and longer-term
success will require a more flexible, market-friendly approach. Hence the Japan-
ese pattern of an interventionist policy followed by a shift to a more market-
based approach was followed in both Korea and Taiwan, which both had
virtually abandoned the main elements of their interventionist policies by the
early 1990s. If this interpretation is valid, it raises a number of questions. First,
did industrial policy during its activist heyday in these economies actually make
that much of a difference? Second, how easy is it to turn on and turn off indus-
trial interventions in this way? Third, what are the lessons for today’s follower
economies, who are having to industrialise under a different global trading and
investment environment to that faced by Korea and Taiwan in the 1960s and

1970s?

Did industrial policy make a difference?

Recent empirical work, whilst recognising individual successes in particular
firms, has questioned whether the aggregate impact of industrial policy was
really that significant in the East Asian NIEs and Japan. World Bank (1993)
started this by arguing, first, that industrial structure in the East Asian NIEs did
not differ significantly from what would be expected from economies of their
income level and factor endowments and, second, that in these economies
there is no tendency for total factor productivity growth to be higher in pro-
moted sectors, favoured by policy, than in those not favoured.?! To other
observers this revisionist interpretation is not convincing.?? In qualifying this
view it is possible to argue that the main impact of industrial policy may show
up in the overall growth rate rather than in the pattern of growth within manu-
facturing. If an interventionist industrial policy allows high levels of savings and
investment by its pro-investment stance and by overcoming a foreign exchange
constraint on importing capital goods, then it will be its macro not its micro
effects that matter.”? Second, since the sectors concerned are all tradable, a
better test of the impact of industrial policy than a comparison of productivity
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growth between sectors is an examination of their comparative efficiency in
relation to import competition. By this criteria industrial policy can be judged a
success if it changes comparative advantage, so that, in a protected activity,
domestic costs fall below costs in a competing economy. This approach has
been followed for Korea with the finding that, within the manufacturing sector,
growth was unrelated to initial comparative advantage, which strongly supports
the view that industrial policy did influence resource allocation. However some,
but not all, of the favoured industries achieved competitiveness over the period
1970-90 and the important activities of general machinery and transportation
equipment did not. Hence although unlike other economies some protected
infant industries did mature and reach competitiveness, success was not univer-
sal.”* Nonetheless, the case that industrial policies did not influence resource
allocation in these economies is counter-intuitive and implies either that rents
created by interventions were not great or that, where they were significant,
they had little impact on enterprise decisions. Neither of these propositions
seems very plausible.

What is the legacy of industrial policy?

Perhaps a more important question is what legacy interventionist industrial
policy bequeathed to the economies in which it was pursued. If industrial policy
creates a climate of rent-seeking and corruption, even its abandonment may not
resolve the problems it creates, since economic actors will have the costs and
uncertainty of adjusting to a new way of operating. The significance of this
question was heightened by the Asian financial crisis, which badly affected a
number of countries, principally Korea, Thailand, Indonesia and Malaysia,
where it has been argued that an interventionist policy had an important role.
The issue has been debated most intensely in Korea, since it is not only seen as
the paragon of such a policy, but the crisis exposed what many saw as serious
structural weaknesses in the Korean industrial sector and, by implication, in the
old interventionist model.

Two key features of the Korean-style mixed economy came in for particularly
heavy criticism. One was the chaebol or conglomerate group system, in which
companies operated as part of larger groups often with poor accounting prac-
tices, heavy reliance on external borrowing and what some have seen as out-
moded, family-based, rather than professional, management. The other was the
banking system, itself part of the group network, which failed to exercise ade-
quate control over borrowers. Subject to government control in the days of the
interventionist policy, the chaebol system appeared to work extremely effect-
ively. However, once controls were dismantled, an alternative control mechan-
ism proved difficult to find. In a fully market-based system, financial discipline
will be imposed by banks operating at arm’s length from companies and by the
capital market through which poorly performing companies can be subject to
hostile take-overs. Neither a commercial banking system nor an effective
capital market can be put in place quickly and hence, in their absence in Korea,
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with the relaxation of the old interventionist model, there was no adequate
control mechanism to replace it.

The old financial system was simply not ready to cope with the demands
placed on it by the removal of capital controls and the ability of firms to borrow
internationally. Thus, with the liberalisation of foreign borrowing in the early
1990s, the large Korean firms entered into what were in effect high risk, short-
term loans denominated in US dollars, often for speculative purposes. In the
late 1990s, with the build-up of short-term foreign debt by corporations, neither
the government nor the financial sector knew the full extent of outstanding
loans. These corporate borrowers were highly vulnerable to the wave of panic
selling that affected currencies in Thailand and Indonesia and then spread to
Korea, despite the fact that the country itself did not have a current account
problem on the balance of payments.?

How far industrial policy per se, as opposed to reckless borrowing by private
sector corporations who failed to appreciate the risks involved with foreign bor-
rowing in global financial markets, can be blamed for the crisis in Korea in the
late 1990s is the subject of considerable dispute. A plausible interpretation is
that, whilst the detailed aspects of industrial policy, such as targets and govern-
ment credit allocations, had been abandoned by the early 1990s, several years
before the crisis, more than thirty years of such a policy had left a legacy of an
undeveloped financial sector. In this view, a shift away from government inter-
vention occurred before the essential financial institutions necessary to make a
success of a more market-friendly strategy were in place.

The post-crisis policies in Korea have focussed on a full opening of the finan-
cial sector to foreign competition and capital inflows and on restructuring the
chaebol. In a revival of interventionism, the government pushed the chaebol into
industrial restructuring programmes involving mergers and business swaps in
several important sectors, including semi-conductors, automobiles, aircraft and
petrochemicals. Further, a new management and governance style was imposed
on the chaebol with the prohibition of loan guarantees by one enterprise in a
group on behalf of another, and the enforcement of lower debt—equity ratios for
enterprise operations to ensure a lower reliance on external borrowing. Also in
an effort to reduce the influence of family owners, the rights of minority share-
holders were strengthened. All of these measures can be seen as deliberate
attempts to change the nature of the Korean economy as part of a transition
away from the old industrial policy model. However, it is significant that the
forced mergers and restructuring referred to above in part represented a move
back to the old style of interventionism, with the implication that the trans-
ition from an interventionist industrial policy model, even where the latter
appears outmoded, itself creates a number of transition costs.

The Korean difficulties of 1997-98 appear in part to have been overcome,
with the relatively rapid revival of economic growth. However, the whole
episode and the weaknesses in the Korean industrial sector that it appeared to
reveal undermined some of the credibility associated with an active interven-
tionist form of industrial policy.
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Lessons for follower economies?

Nonetheless, if the relevance of industrial policy varies with the stage of devel-
opment of an economy, what lessons (if any) can one draw for lower income
developing countries wishing to strengthen their industrial sectors? Experience
of policy in South Asia and Latin America has rarely been offered to other
developing countries as a model, but much has been written on replicability of
the East Asian story. Even establishing that a particular set of interventions
worked well in East Asia at a period in time is clearly not conclusive proof of
their universal desirability.?8 Observers have stressed some of the unique fea-
tures of the Korean and Taiwanese cases, in particular. There the state appar-
atus was staffed by a highly capable and respected bureaucracy committed to a
national project of independent industrialisation. Economic growth through
industrialisation became linked with nationalist goals as a means of establishing
the identity and security of these countries.” Unique in the relationship
between the state and the private sector was the strength of the idea of recipro-
city, which, because of the nationalist dimension, was far more powerful than
elsewhere. This detached relationship can be seen in political economy terms as
the ability of the state to retain significant autonomy in its relations with the
private sector. This is evidenced in Korea, for example, by the rise and fall of
many of the Korean large groups, as they lost state support.

However, others have suggested that it is easy to overstate arguments about the
uniqueness of this experience. First, the effective bureaucracy of both these
economies had to be created and was not simply an inheritance from earlier
times.”® Second, relations with private firms were not always either frictionless or
transparent. In Korea, in particular, corruption issues, whilst more publicised in
recent years, were always of significance. Also, as noted above, the balance of
power in the relationship changed over time as would be expected with the
growth in wealth of the national private sector. Hence, the idea of a super-
competent, incorruptible bureaucracy in these economies, always able to con-
strain and manipulate private investors, is an exaggeration. Third, the range of
institutional mechanisms and policy measures actually applied in East Asia makes
it feasible to think of other countries experimenting with their own versions of
industrial policy. The implication is that, with the investment of resources and
the political commitment, other countries can also construct a capable state
apparatus and devise their own version of an active industrial policy.

What then does this experience imply for other countries? Clearly a success-
ful industrial policy requires a meritocratic, well-respected and capable state
bureaucracy, with continuity of personnel and political insulation from the
pressures of lobby groups. In political terms, for this bureaucracy to function
effectively requires governments to build both a good relationship with the
private sector and probably also to sustain a climate of economic nationalism so
that firms and public servants can be perceived to be working in combination
for the good of the nation. This may well be a very demanding requirement for
countries, such as many in sub-Saharan Africa, where state bureaucracies have
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crumbled in recent years in response to macro economic decline and corrup-
tion. Having said this, of course, one can also argue that the requirements of a
market-friendly industrial policy, whilst less daunting in terms of contact with
the private sector than an active interventionist model, are still substantial.
Governments that wish to devise effective tax-subsidy interventions will require
sophisticated data on market failures, which will not be forthcoming unless
significant efforts are made to create it. Hence, the implication is that either
version of industrial policy can pose demanding requirements for economies in
which the civil service has shrunk, public pay scales are low and traditions of
probity in public life are absent.

In terms of the need to raise competitiveness and upgrade the export struc-
ture of an economy, it should be clear that well targeted and designed policy
interventions can have a role to play, for example, in encouraging exports
through tax incentives, R and D subsidies and training programmes. Sensibly
designed directed credit financing may also help in high-risk activities.
However the limits of such a policy should also be clear. State support must be
for specific and transparent periods of time and conditional upon performance
requirements being met. Lobbyist and vested interests cannot be allowed to
dominate policy. Price interventions must not be so high as to shift private
investment into non-viable areas and all policies must be operated flexibly and
pragmatically.” With these important provisions we can say that sensible inter-
ventions could make a difference.

International economic environment

An important new dimension is the new international trading environment and
the World Trade Organisation rules that countries are increasingly acceding
to.”? As members of the WTO, the very poorest or least developed countries can
still use export subsidies provided they do not reach a certain world market
share for the goods concerned. Other developing countries are expected to
eliminate export subsidies by 2003. Import tariffs amongst members are negoti-
ated to ‘bound’ levels, which are maximum tariff ceilings, although in many
developing countries actual tariffs are often significantly below these maximum
permissible levels (see Table 2.2). Hence modest tariff protection is still possible
under these rules. However, ‘import-substitution subsidies’, which discourage
imports and give financial inducements to domestic producers other than
through import tariffs (for example, through subsidised credit), must be aban-
doned. Again the timetable is longer for the least-developed countries, but such
measures are expected to be removed by 2003. However, quantitative barriers to
import to sustain local production through import quota restrictions are now
very difficult to apply. The type of industrial programmes, for example, used in
the automobile and computer sectors in Latin America in the 1980s or applied
in Korea and Taiwan in various sectors before the early 1990s, that enforced
local content agreements on foreign firms or required them to match import
expenditures with export earnings are now prohibited under the Trade Related
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Investment Measures (TRIMs) agreement. Under this agreement, local content
requirements and measures to control the level of imports and exports in
foreign-owned firms, are judged to be restrictions of trade. These were to be
removed in developing countries by 1999 and in the least-developed countries
by the end of 2001.%°

The only scope that remains for specific non-tariff encouragement for local
producers against imports is in the form of emergency protection against an
‘import surge’. This is defined as a situation in which a rise in imports threatens
serious injury to domestic industry. Under such circumstances affected enter-
prises can request that their governments impose safeguard measures under this
clause. A public hearing, where evidence is taken from interested parties, must
be held and the situation assessed against defined criteria for ‘serious injury’. If
the latter is demonstrated safeguard measures can include quota restrictions,
although these cannot be so restrictive as to reduce imports below the annual
average for the last three normal years, unless exceptional circumstances can be
shown. Safeguard measures must be temporary and would normally be approved
for four years, although a further four-year extension is possible, where neces-
sary. Nonetheless, after the first year of their imposition there must be evidence
of a gradual liberalisation. This is a very modest form of support for local pro-
ducers in comparison with what was available in earlier decades, although it
does allow some limited support for the restructuring of firms in the face of
import competition.

Further, as noted in Chapter 6, industrial patents are now protected for a
standard twenty-year period under the Trade Related Intellectual Property
(TRIPs) agreement protecting intellectual property rights, so that the scope for
copying and modifying foreign technology as part of national industrial pro-
grammes is greatly reduced. The agreement states that patent protection must
be available for inventions for at least twenty years, whilst industrial designs can
be protected for ten years. The only allowable exceptions are where the holder
of the patent or protected design abuses their rights by refusing to supply a
product in the domestic market. This enables governments to issue ‘compulsory
licences’ allowing competitors to produce the product. Here, however, subsidies
in support of R and D activity do not invoke WTO retaliation and thus, along
with emergency import safeguards, provide the only real means of providing
direct support within the WTO framework.

The implication is that only modest and subtle interventionist policies will
be feasible in the new environment, so that even where governments have the
capacity to intervene the scope for this will be circumscribed significantly. The
acquisition, assimilation and development of technology is widely accepted as
critical to progression along the comparative advantage ladder. However, if an
interventionist industrial policy that encouraged and nurtured successful
domestic firms is largely a thing of the past, this places probably insuperable
limitations on an autonomous industrial strategy that attempts to develop a
complex technological base around local firms and indigenous technology.
Hence, the alternative must be to recognise the possibilities created by the
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current wave of globalisation and the activities of TNCs and to rely heavily on
such firms for the transfer and assimilation of foreign technology. However, as
we have noted above, alternative postures on TNC activity have been identi-
fied — one a passive and the other an active approach. The former uses TNC
investment to exploit static wage or resource-based cost advantages, whilst the
latter directs TNCs into increasingly complex and higher value-added activities
and attempts to ensure that they establish a firm technological base in an
economy. The former strategy requires a sound macro environment, established
property rights and good supporting infrastructure. The latter requires all of
these plus skill and education development and encouragement to local R and
D. The policy choice is how best to direct the process of globalisation to ensure
that a sound technological base can be established through TNC activity.
Countries that fail to rise to this challenge risk marginalisation in world trade,
which is a fate that has befallen many poor countries, principally, but not
exclusively, in sub-Saharan Africa.

Conclusion

Thinking on industrialisation and industrial policy has undergone many shifts
over time, although we believe we see some things more clearly now than forty
years ago. Openness to trade matters greatly, as does local R and D and FDI.
Globalisation provides challenges and risks, but if its opportunities are taken,
the expectation must be that more developing countries will experience higher
levels of industrialisation and, hence, higher income levels. Rising GDP and
industrialisation in themselves do not guarantee development in broader social
terms, but they are an important necessary condition.

CuuDuongThanCong.com https://fb.com/tailieudientucntt


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

Notes

1 Industrialisation since 1960

—_

See UNIDO (1999: v) for the current United Nations country grouping.

2 Liedholm and Mead (1999) give an indication of the importance of the small scale,
largely informal, manufacturing sector in several countries; see also Chapter 5.

3 See Lall (2000a) Table 3. Developing country share in world manufactured exports
has risen from 16% in 1985 to 23% in 1998.

4 Developing countries share in world manufacturing value-added rose from just over
8% in 1963 to just under 12% in 1984; see UNIDO (1985: 5). Calculations from the
UNIDO database suggest a figure of nearly 20% in 1995; of this, 5% is accounted for
by China.

5 See Bairoch (1975: 66-67). From 1938-50, a period of economic dislocation due to
the Second World War, manufacturing output in developing countries grew by less
than 4% per year.

6 Jalilian and Weiss (2000) examine the relationship between manufacturing share in
GDP, income per capita and various other country characteristics. The significant
positive relationship between manufacturing share and income per capita found in
earlier studies is confirmed. There is also a significant positive relationship with
population so that, other things being equal, larger countries tend to have a higher
manufacturing share. For their stylised economy, Chenery et al. (1986) put the
turning point at which the share of manufacturing in national income declines at an
income level of approximately US$5500 per capita in 1982 prices.

Data come from World Bank (2000).

For example, in a cross-country regression analysis explaining the manufacturing

share in GDP by income and population, World Bank (1993: 306) finds the share is

26% higher than predicted in Korea, 38% higher in Singapore and 68% higher in

Thailand.

9 Employment data are far from complete in the World Development Indicators,
hence 1990 is the most recent reference point for regional employment estimates.

10 Comparisons with nineteenth-century data come from Squire (1981: 24-25).

11 These figures are derived from UNIDO (1997) statistical annex.

12 See Katz (2000).

13 See Squire (1981: 25).

14 Within manufacturing the shift away from light industry between 1960 and 1980 was
significant; for example, the share of heavy industry in the group of developing coun-
tries rose by 14 percentage points, from 43% to 57% between 1963 and 1980; see
UNIDO (1983: 62-63).

15 These classifications follow UNIDO (1997: 117). Low technology activities are ISIC

categories 311-42, 353-54 and 361-81. They correspond to food products, relatively

simple consumer items like clothing and footwear and basic intermediates like paper,

Q@ ~3
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rubber, glass and metals. Medium technology activities are ISIC 351-52, 355-56,
384 and 390, which cover chemicals, plastics and transport equipment and miscel-
laneous manufactures. High technology activities are ISIC 382-83, and 385, cover-
ing electrical and non-electrical machinery and scientific equipment.

16 Data pre-1980 come from World Bank (1986: 26) and post-1980 Lall (2000a). Defin-
itions of manufactured exports can vary. The most common, which is used for the
data cited here, is Standard International Trade Classification sections 5 to 8,
excluding 68, non-ferrous metals. Lall (2000a) gives data on a value basis and, as
noted earlier, shows developing countries accounting for nearly a quarter of world
exports of manufactures by the late 1990s, from a very low base forty years earlier.

17 See, for example, the data presented by Patel and Gayi (1997: 5-7).

18 UNCTAD (1999a) Table 6.3.

19 See Lall (2000a) for further details of these four categories.

20 See Lall (2000a) Table A .4.

21 Data from the UNIDO database suggest for 1995 average manufacturing value-added
per capita figures of US$225 (in 1990 prices) for developing countries as compared
with US$4650 for developed economies. Within the developing country group these
figures range from an average of US$32 in Africa to US$728 in East Asia.

22 Data come from the UNIDO database.

23 China is by far the largest exporter of manufactures in total and, together with
Taiwan and Korea, it accounts for nearly 40% of all developing country manufac-
tured exports. Data in this paragraph come from Lall (2000a).

24 One set of criteria used to define an industrialised economy was put forward by Sut-
cliffe (1971: 23-6.) These are:

o a minimum of 25% of GDP originating in the industrial sector;
. at least 60% of industrial output in the form of manufactures;
. at least 10% of the total population employed in the industrial sector.

Together these criteria are intended to exclude those countries which have a large
industrial sector due to the importance of mining rather than manufacturing, and
those where only a relatively low proportion of the population earn their living from
industry.

25 Table 1.6 also includes Colombia in the second tier group, but this is now implaus-
ible given its record of industrial decline in the 1990s (see Table 1.11).

26 The countries listed here are similar to the group of ‘the rest’ that Amsden (2001)
cites as the key late industrialisers of the second half of the twentieth century. The
differences are that Amsden excludes Hong Kong and Singapore as city states with
no agricultural hinterland and includes Chile. She argues that ‘the rest’ were the
economies with a sufficient history of industrialisation pre-1945 to be able to build
their industries in the post-war world.

‘The remainder’ comprised countries that had been less exposed to modern
factory life in the pre-war period, and failed thereafter to achieve anywhere
near ‘the rest’s’ industrial diversification. The dividing line between the two
sets of countries was not absolute, as noted later, but countries without robust
manufacturing experience tended to fall further behind, and the developing
world became divided between those that were excluded from modern world

industry and those that were redefining its terms.
(Amsden 2001: 1-2)

27 As a point of comparison from the data in UNCTAD (1996a) for the least

developed countries in the early 1990s, manufactures averaged just over 20% of
total exports.
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28 On the import side, their increasing domestic production of capital goods has meant
that several NIEs have been able to reduce their dependence on capital goods
imports. As a specific example of this pattern one can note that, by 1980, imports of
machine tools provided only around one-third of domestic use in India, Brazil and
Taiwan, which is roughly the same proportion as in France and the UK; see UNIDO
(1983: 295).

29 Total factor productivity growth is defined formally in Chapter 3; the estimates cited
here come from Bosworth and Collins (2000). There is considerable controversy over
the exact figures; see Crafts (1999) for a survey of alternative estimates. However,
using the simple tests put forward by Sutcliffe (1971), of the four first-tier East Asian
NIEs, Singapore and Korea, clearly pass, whilst Taiwan would almost certainly do so
if comparable data were available. Hong Kong does not, however, because of the
major shift in economic structure that has taken place since the 1980s with manufac-
turing by Hong Kong firms migrating to the mainland, at least in part, in response to
lower labour costs there. Brazil and Argentina pass, despite the latter’s poor growth
record, whilst Mexico narrowly fails by the employment criteria. All other countries
in Table 1.10 fail by the employment criteria.

30 Hong Kong might also be included here, since UN statistics show an absolute fall in
manufacturing during the 1990s as industries relocate to the Chinese mainland.
However, with the re-incorporation of Hong Kong into China these are within-
country relocations not genuine de-industrialisation.

31 Poor overall performance in Africa has been explained by a combination of policy
errors, relating to the types of policies discussed in Chapter 3, shocks such as wars,
climatic factors and global market trends for particular exports, and weak institu-
tions. Econometric analysis highlights trade policy (with less open economies having
slower growth), quality of institutions and macro stability (as proxied by the level of
government savings) as key factors; see Sachs and Warner (1997). The authors also
find that the share of natural resources in total exports has a negative relationship to
growth, although this is open to a number of interpretations. For a more general dis-
cussion of slow growth in Africa, see Collier and Gunning (1999). Jalilian et al.
(2000) has chapters on various aspects of industrialisation in Africa.

32 The analysis uses a panel data approach and covers sixty-five countries. De-industri-
alisation at the country level is defined as a situation where there is a negative resid-
ual — that is, a lower than predicted manufacturing share in GDP given the country’s
characteristics — and that this residual grows over time. A similar analysis is con-
ducted for rates of manufacturing growth; see Jalilian and Weiss (2000) for details.

33 There is strong evidence that poverty falls with rapid income and employment
growth, so that the key role of manufacturing in poverty reduction is in stimulating
economic growth; see World Bank (2000b) for a general discussion. Data on poverty
reduction in East Asia prior to the 1997-98 crisis are in Ahuja et al. (1997).

2 Are there different paths to industrialisation?

1 For example, see the discussion in World Bank (1981).
2 Krueger (1978) defines this situation formally, as one where for year t, B,> 1.0, with

B, defined as:
(I+m+n+p),
B.= (1+r+s),

and m is the rate of import tariff;
n is the rate of import surcharge;
p is the rate of scarcity premium created by import licensing;
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r is the rate of export encouragement schemes, other than direct subsidies;
s is the rate of export subsidies;
the subscript ¢ refers to year t.

The numerator (1 +m+n+p) gives the degree to which the domestic price of an
importable is raised above its world price by a protective system that may involve
tariffs, surcharges and licences for imports. Similarly the denominator (1 +r+s)
shows the degree to which domestic prices for an exportable are raised above world
prices by subsidies or other forms of encouragement. Any export taxes would be
treated as a negative subsidy. Where B,> 1.0, domestic prices for importables will
exceed world prices for the same goods by more than the domestic prices of export-
ables exceed their world prices, and thus greater incentive will be given for import-
substitution than for export. This ratio can be calculated at different levels; for
individual commodities, for branches of a sector, for different sectors, or for the
economy as a whole. At this last level, one will be aggregating over all importables
and exportables, and it is this calculation that will be most relevant for the classifica-
tion of economies as inward or outward-looking. In contrast, following this approach,
outward-looking economies are those where the bias against exports is removed and,
in the aggregate, net incentives to domestic sales and exports are equal. In Krueger’s
formal definition, in outward-looking economies, B, = 1.0. A value of B,< 1.0 implies
a pro-export bias in incentives and this is taken as an extreme case of outward-
looking policies. An alternative approach to measure anti-export bias is to use effect-
ive rate of protection estimates for home and export sales. This approach is discussed
in Chapter 3.

3 These figures relate to the late 1960s; see Balassa (1982) Table 2.3.

4 The key role of internal demand, as opposed to external demand, as a source of
growth for manufacturing in large countries is demonstrated in Chenery (1979).
Here growth of output is broken down into that due to internal demand, export
expansion, import-substitution and technical change. Distinctions are drawn
between the growth of primary activities, light and heavy manufacturing, and
between countries of different income levels. The general conclusion is that, in large
economies, the expansion of domestic demand is clearly predominant, providing
around 80% of output growth for light industry and 65% for heavy industry across
countries at different levels in income. In smaller countries specialising in manufac-
turing, the role of export demand is greater, but even for these economies internal
demand is found to account for around 60% of output growth for light industry and
35% to 40% for heavy industry. Ballance et al. (1982), utilising different data to that
employed by Chenery, find even stronger support for the view that internal demand
‘stands in the forefront of the growth process’. In general they find internal demand
to be more important than Chenery’s results suggest. In only six out of twenty-eight
countries in their sample does export expansion account for more than 10% of total
manufacturing growth.

5 For an illustration of one approach, see the definition of the effective rate of protec-
tion in Chapter 3 and estimates of its value for different countries in Table 3.3.

6 Another approach to the classification of countries is to use cross-sectional inter-
national data to compare the pattern of trade and production in an individual
country with a typical pattern for a developing country of a similar resource endow-
ment, size and income level. Outward- or inward-orientation can then be defined in
terms of a divergence from a typical pattern; see, for example, Leamer (1988). Pritch-
ett (1996) points out some of the complications associated with Leamer’s approach.
Alternatively, one can construct a single quantitative proxy for the degree of restric-
tiveness of trade policy and draw comparisons either between countries or within a
country over time on the basis of changes in the chosen indicator. An example of
this is the openness index of Dollar (1992).
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7 It is interesting that an earlier and similar attempt at trade classification World Bank
(1987) identified three economies — Hong Kong, Korea and Singapore — as ‘strongly
outward oriented’. Data on Taiwan were not included. The strong manufactured
growth in Korea helped boost the average growth for this group well above the
average for less outward oriented and inward oriented economies. This is despite the
fact that many observers would date Korea’s trade liberalisation as late as the early
1990s, making it a relatively protected economy in the period covered by World
Bank (1987). By the Sachs—Warner criteria it is also classed as ‘open’.

8 These have been treated with scepticism by some observers. One can cite almost
equally scathing comments from major figures writing from quite different positions,
for example from the conventional Neoclassical perspective the highly respected
Arnold Harberger writes that ‘Cross country growth regressions seem hopelessly
naive to long time observers of the growth process like myself. To us there is too
much to question in regression lines that draw much of their slope from the dif-
ference between Sudan and Switzerland, between Bangladesh and Brazil or between
Ceylon and Canada’ (1998: 21). In a similar vein Lance Taylor, chief formal critic of
Neoclassical macro-economics, writes: ‘The regression equations typically leave a
substantial part of total variance unexplained, so that even if they point to “modest”
positive effects of liberalisation or openness on growth, such conclusions cannot pos-
sibly hold for all countries included in the sample’ (Ocampo and Taylor 1998).

9 This is demonstrated by Pritchett (1996) who tests for the correlation between meas-
ures such as average rate of tariff, share of imports covered by quotas and effective
rates of protection.

10 Dollar (1992) developed an openness index as a single quantitative indicator for the
classification of trade policy. The indicator is a measure of real exchange rate distor-
tion and variability. The starting point is the recognition that protection will raise a
country’s price level relative to prices in its trading partners. However domestic
prices can also differ from partner’s prices due to differences in resource endowments
and the differences in factor costs these create. Hence, to capture the impact of pro-
tection and trade controls on relative prices, one must also allow for differences in
resource endowments. The openness index does this for ninety-five countries over
the period 1976-85.

A relative price level (RPL) is calculated for each country using the US as com-
parator. Hence, for country i:

RPL' = 100* e.Pi/Pus

where Pi and Pus are domestic and US prices for a given basket of consumer goods
and e is the exchange rate to convert Pi to US dollars.

Once the actual RPL is known for country i, this must be compared with the pre-
dicted relative price level (RPL!) based on the country’s resource endowments,
which is derived from regression analysis. The trade policy-induced price distortion is
measured as 100*(RPL/RPL!). The overall openness index is based on both the level
of this distortion index and its variability and is calculated as a weighted average of
the price distortion index and its coefficient of variation, with the weights deter-
mined by regression analysis.

11 It is sometimes argued that within the logic of Neoclassical models moves to a more
open trade policy can have only a once-for-all impact, since the underlying or steady
state growth of an economy will be determined by labour force growth and technical
progress. However, it is argued that the length of time taken to reach this steady state
growth rate can vary significantly depending on the policy environment. In a model
of this process Gundlach and Nunnenkamp (1998) estimate that closed developing
economies (defined in relation to capital rather than trade flows) would be more
than thirty years behind open economies in the move to their steady states.
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12 Transnationals can be defined as firms investing in more than one country and sup-
plying more than financial capital; for example management, technology or market-
ing expertise. Investments of this type are direct investments rather than portfolio
investment, where shares alone are purchased without the provision of non-financial
inputs. Transnationals will have subsidiaries and affiliates (firms with links other
than through direct ownership) in a number of host economies.

13 These six countries accounted for nearly 50% of all direct foreign investment to
developing and transitional economies 1993-98; see UNCTAD (2000) Table 1.5.
Developing countries as a group were the recipients of a little under 20% of total FDI
inflows in 2000; cited from the UN by the Financial Times 29 June 2001.

14 Data for the early 1990s on US enterprises operating in developing countries shows
that foreign firms are important exporters of manufactures in the big Latin American
countries, taking over 20% of manufactured exports in Mexico (although this figure
must exclude the maquila firms) and 13% in Brazil; see UNCTAD (1996) Table 4.8.

15 Japanese transnationals diverged from this pattern in the past, often investing in
mineral processing to secure natural resource supplies. Since the 1980s, however, the
key element in Japanese FDI has been the so-called ‘flying-geese pattern’ whereby
Japanese TNCs direct their investment to lower wage sites in East Asia, either to
export the final goods back to Japan or to third country markets. If wages rise in one
host economy (for example, Thailand) this may set off further migration of invest-
ment to another lower wage economy (for example, Vietnam). This movement is
likened to a flight of geese.

16 Data on TNC activity from developing countries is uncertain. One adjustment to
UN statistics suggests that outward FDI from developing countries as a group rose
from $5 billion in 1980 to $108 billion in 1993. Over roughly the same period the
share of these countries in total stock of outward FDI rose from around 1% to 5%; see
Dunning et al. (1998).

17 It is revealing to note the difference in size between the average Latin TNC with
annual global sales of around $4 billion and the leading Korean TNCs with sales of
over $30 billion; see Chudnovsky and Lopez (2000: 55).

18 For example Balasubramanyam and Salisu (1991) suggest that outward-looking or
export-oriented economies are more successful at attracting FDI than are inward-
looking economies, since FDI is in part a function of an economy’s rate of growth.

19 De Mello (1997) reviews this literature.

20 Although the authors’ approach is rigorous, the main uncertainty in this analysis is
how to adequately categorise economies. The authors use the rather crude expedient
of taking import share in GDP as a measure of the stance of trade policy. Whilst this
approach is open to several objections, they also extend their analysis by using a
trade classification from the World Bank based on an assessment of actual policies.
Their results remain robust to this new analysis.

21 White (1984) does not provide a definition of an ‘intermediate regime’. However, his
use of the term appears to depart from the original definition of Kalecki (1976), since
White writes of ‘socialist intermediate regimes’. In Kalecki’s original discussion inter-
mediate regimes are transitional, as yet neither capitalist nor socialist.

22 For example, Jameson (1981) classed Guyana and Cuba as intermediate regimes,
and Gurley (1979) questioned whether Ethiopia and Benin could be classified as
socialist.

23 Weiss (1995b) discusses the transition from statism and an ideology of socialism to a
market-oriented system in Mozambique. Perkins (2001) discusses the role of indus-
trial policy in China and Vietnam at present and points to some evidence of
improvements in productivity stemming from enterprise reform.

24 It was not always so, however. Gurley (1979: 188) calculated the average annual
growth of GNP per capita 1960-74 for a group of thirteen ‘Marxian socialist coun-
tries’. The average for this group, of 3.7% per annum, can be compared relatively
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favourably with 4.2% for the advanced capitalist economies, and 3.1% for non-
socialist developing countries. The thirteen covered included the East European
Soviet bloc countries and China, Cuba and North Korea, but excluded several of the
then more recently established socialist countries. However, such comparisons were
obscured by poor and sometimes fictitious data, which were often not constructed on
a directly comparable basis to non-socialist economies. Data on North Korea appear
to have been particularly misleading.

25 India is the most obvious example of the first pattern and Tanzania is an example of
the second.

26 See Amsden (2001: 214) for statistics on the size by sales of the fifteen largest manu-
facturing state enterprises in the NIEs in 1993. She points out that detailed studies
suggest that management competence varied greatly in such enterprises between
countries and branches and even within branches in the same country. She suggests
that in steel, for example, state enterprises were highly efficient in Korea and
Taiwan, but not in general in Mexico and Brazil, although in the latter, efficiency
varied considerably between the three public sector steel mills.

27 For a discussion of privatisation of industry in Mexico, see Weiss (1995c); Cook and
Kirkpatrick (1995) contains other case studies on privatisation. Data on the extent
of privatisation specifically in manufacturing are not recorded in the World Bank
World Development Indicators database, which shows only total proceeds from pri-
vatisation. By this criteria the top five privatising economies over the 1990s are
Brazil (total proceeds $70 billion), Argentina ($45 billion), Mexico ($29 billion),
China ($20 billion) and Malaysia ($10 billion).

3 Neoclassical orthodoxy dominant

1 See Little (1982: 25). Little et al. (1970) can be seen as the seminal text putting
forward the Neoclassical position on industrialisation and trade and was arguably one
of the most influential academic works ever published on development issues. Reidel
(1991) is a clear, more recent, statement of the Neoclassical case on trade policy.

2 This broad policy package is often described as ‘Neoliberalism’; see Colclough (1992)
for definitions of Neoliberalism and, more generally on reform programmes, see
Weiss (1995a).

3 There are exceptions to these propositions under conditions not specified in the
model; see Bhagwati (1991) for a fuller statement of the model.

4 Strictly in the figure a new production frontier should be added reflecting economic
not private production possibilities.

5 This is the ‘policy hierarchy’ argument, which implies that measures to correct a dis-
tortion should be targeted as directly as possible at the source of the distortion to
minimise by-product costs; for example, if wages for labour are kept above their
scarcity level by institutional means, this implies using a labour subsidy targeted at
the groups of workers affected rather than attempting to compensate employers by
means such as subsidised credit or tariff protection, which both create further costs in
terms of distortions of economic incentives; see Corden (1974: 28-31).

6 Curry and Weiss (2000) provide a detailed discussion of the concepts and procedures
involved with economic pricing.

7 See, for example, the survey by Solow (1970).

8 Here ‘new’ can be defined as either new in a generic sense or as a higher quality
version of an existing product; see the analysis of Romer (1994).

9 A formal statement and application of this model is in Edwards (1992).

10 Surveys of this approach are by North (1995) and Bates (1995). Williamson (2000)
sees Neoclassical analysis, as discussed here, as being concerned with short-term
issues of resource allocation. In his view the New Institutional Economics addresses
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both medium-run issues (one to ten years) of governance, relating to rules for eco-
nomic activity, as well as long-run questions (ten to 100 years) of the institutional
environment.

11 For example, see Hall and Jones (1999). As a specific illustration, Clague et al.
(1997) use three alternative proxies in a cross-country regression model to test the
hypothesis that differences across countries in property relations and contract
enforcement lead to high transaction costs and thus have a negative impact on
growth. The three proxy measures of institutional development used are the share of
non-cash money in total money supply (in a risky environment cash holdings will be
greater), an indicator of investor risk (including likelihood of expropriation) and an
indicator of business environment risk (based on contract enforceability, infrastruc-
ture quality and bureaucratic delays). All three indicators are significant with the
expected signs, although it is concluded that institutions affect growth through their
impact on the quality of investment rather than independently.

12 This is in the absence of additional external effects that can justify local production
even if costs exceed the world price of competing output.

13 See Balassa (1977) for the original statement of this analysis.

14 See, for example, Ranis (1985).

15 See Londero and Teitel (1996) and, earlier, Teitel and Thoumi (1986), who trace
the growth of exports from secondary import-substitute activities in Argentina and
Brazil and question whether these were simply the result of export incentives.
However, regardless of the details of this case, in general, in recent years the growth
of manufactured exports from the region has been disappointing. Amsden (2001)
also stresses the link between prior import-substitution and later export success.

16 See Curry and Weiss (2000) for a survey of this work.

17 If import tariffs are imposed, once an import reaches its port of entry, its price will be
raised immediately by the tariff. Quotas will also work to raise domestic prices above
world levels, even if no tariffs are involved, since they restrict the supply of an
import. The price of such a good in the domestic market will rise until demand is
equated with the limited supply available under the quota. The excess of the
domestic selling price above the import price is termed the scarcity premium arising
from the imposition of a quota. The ratio of the scarcity premium to the world price
is sometimes referred to as the tariff equivalent premium, since a tariff of this rate
would create the same domestic price as the quota.

18 In one of the classic surveys of the ERP measure, Corden (1971: 35-40) gives a proof
of the equivalence of equations (3.5) and (3.6); see also Greenaway and Milner
(1993).

19 For example, Balassa (1982) summarises data on the frequency distribution of NRP
and ERP in six economies for the 1960s and 1970s. Data on protection in Korea in
the period 1970-90 is in Lee (1997). Ten Kate (1992) discusses protection in Mexico
in the 1980s.

20 See Mulaga and Weiss (1996).

21 A particular example of relatively unfavourable treatment for priority items relates to
the protection afforded to capital goods as compared with consumer goods producers.
Evidence from Mexico in the early 1980s illustrates this point since priority branches
such as electrical and non-electrical machinery, and iron and steel, received an ERP
below that granted to certain non-priority branches, such as domestic electrical
appliances and automobiles. Weiss (1984) discusses protection and government
industrial priorities in Mexico at this time.

22 Formally, per unit of activity, i, the cost—benefit estimate of returns can be expressed
as:

CB,=PV(P,+E) — PV(Z a.P+ > au.Pi> (3.7)
j [
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where P, is the economic price of i;

E, is the external effect from the production of i

(not captured in the valuation of inputs), which can be positive or negative;
a; is the number of units of non-labour inputs j per unit of i;

P, is the economic price of j;

a;; is the number of units of labour input [ per unit of i,

P, is the economic wage for labour category [;

PV indicates present values discounted at the economic discount rate.

Economic efficiency requires that CB;> 0.

23 The link between the CB and DRC measures can be demonstrated by adjusting
equation (3.7). If i and j are traded goods, there are no external effects, and labour is
the only domestic resource, then:

PV (Zl ab.Pl)
PV(PI - Z aj,..P].)

If i and j are valued in foreign currency, so that the denominator is a net foreign
exchange figure, efficiency requires that DRC,; is less than the value of an additional
unit of foreign exchange to the economy measured either by the official or the
shadow exchange rate. Where the denominator of equation (3.8) is in local currency
and the net foreign exchange effect is converted to local currency at the economic
value of foreign exchange, efficiency requires a DRC of below unity or 100%, if per-
centages are used.

Any external effects can be incorporated in DRC calculations by adding or sub-
tracting them from the domestic resources in the numerator of equation (3.8).
Greenaway and Milner (1993) and Curry and Weiss (2000) both explain the DRC
indicator.

24 For some CB studies, see Chitrakar and Weiss (1994) on Nepal, and Jayanthaku-
maran and Weiss (1997) on Sri Lanka. In published work on the DRC measure, in
many cases the procedures adopted are relatively crude and fall far short of a rigorous
analysis. The economic prices used to value domestic resources are little more than a
form of sensitivity analysis to test how a different valuation of domestic resources will
effect judgements on efficiency. DRC estimates are often carried out for a single year
of operations, rather than over the full working life of an investment, and the results
are highly sensitive to the degree of capacity working. This means that, where capac-
ity utilisation is determined by short-run factors, such as foreign exchange availabil-
ity, DRC estimates can fluctuate substantially between years. Furthermore, most
DRC studies ignore or do not incorporate quantitative estimates of externalities, and
are rarely carried out over a sufficiently long period of time to examine the long-run
trend in the DRC.

25 Strictly it is incorrect to rank by the DRC unless foreign exchange is the binding
constraint.

26 In Tanzania in the 1980s, a World Bank study on DRCs in manufacturing was influ-
ential in providing a rationale for trade reform. For the sector as a whole, at current
capacity utilisation the average long-run DRC was 291%, with 37% of activities gen-
erating negative value-added at world prices; reported in Ndulu and Semboja (1994).
Even in economies where modest degrees of trade reform have been introduced
DRC:s for some firms have remained high. For Nigeria in the late 1980s, a survey of
manufacturers found that approximately 60% of firms were inefficient by the DRC
criteria, with the majority of these producing consumer goods for which protection
remained high; see Danju and Weiss (1997).

DRC, =

i

(3.8)
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27 Formally, the ERS can be expressed in a similar way to equation (3.5), except that
VADP now includes the effect of subsidies, as well as tariff and quota protection.
Balassa (1982) Table 2.4 showed that, by this measure Korea, Taiwan and Singapore
had low or negative anti-export bias at the start of their export booms in the late
1960s.

28 In the Malawi study noted above, if one compares value-added from exports with
that from domestic sales, on average protection reduces the former by 6% and raises
the latter by 50%; see Mulaga and Weiss (1996: 1274).

29 See Greenaway and Milner (1993) Chapter 7.

30 Other forms of non-trade intervention associated with the import-substitution era
such as interest rate controls and investment licensing also created distortions and
economic inefficiency; Curry and Weiss (2000) explain how the impact of these
measures and their consequences for investment efficiency can be quantified.

31 See Amsden and van der Hoeven (1996). Africa proved to be the major exception to
this case, however.

32 See Papageorgiu et al. (1991).

33 For a comprehensive critique of this study, see Greenaway (1993).

34 Three factors are identified as explaining this apparent puzzle. The first is that real
exchange rate depreciation, which accompanied trade reform in both cases, cush-
ioned firms by replacing tariff and quota protection by exchange rate protection; in
other words, the price of competing imports falls due to lower import tariffs but rises
if the exchange rate is devalued. The latter effect can offset the former either wholly
or partially. The second is that firms in both countries increased productivity and
thus maintained both output and employment in the face of import competition.
The third is that output was also maintained by either cutting profit margins or real
wages; see Harrison and Hanson (1999).

35 See Milner and Wright (1998).

36 See, for example, Fields (1994) and Athukorala and Menon (2000).

37 See Reinhardt and Peres (2000). A possible explanation for this employment trend is
the growth of resource-based and relatively capital-intensive manufactures in much
of the region.

38 For Chile, Meller (1994) points out that job losses in manufacturing averaged around
2% annually over the liberalisation period 1976-81. He asserts that the absolute
reduction in manufacturing jobs due to liberalisation is 10% of the pre-liberalisation
level. The precise basis for this number is not explained, however. Also, Mexico
experienced a decline in manufacturing employment during the 1980s at the time of
liberalisation, although precisely how much of this decline can be attributed to trade
reform as opposed to demand deflation is unclear; see Ros (1994). For Brazil, employ-
ment in manufacturing fell by 14% over 1991-97 during the period of trade reform,
with the bulk of job losses concentrated in capital-intensive activities; see Mesquita
and Najberg (2000), who suggest that the episode supports the contention that trade
reform can have negative short-run employment effects followed by longer-term
growth as labour-intensive exports expand.

39 See Aswicahyono et al. (1996).

40 See Peres and Stumpo (2000).

41 The seminal work here is Edwards (1989).

42 For example, Mody and Kilmaz (1997) show that, after allowing for the impact of
income and price elasticities there are country specific effects, which explain why
some NIEs have been persistently successful exporters. Countries such as Indonesia,
Korea, the Philippines and Turkey have had consistent success with manufactured
exports due primarily to country effects. The authors stress their investment in
export infrastructure, principally telecommunications, but, equally, country effects
may be due to policy reform. This is certainly the conclusion of the multi-country
study of Papageorgiu et al. (1991). From their sample data, on a simple ‘before and
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after comparison’, export growth averaged 4.4% for the three years pre-liberalisation
and 10.5% for the three years post-liberalisation. However, this result is disputed.
Greenaway and Sapsford (1994) took the same sample of countries and tested
more formally for the impact of liberalisation on exports. This was done by establish-
ing if, from a growth accounting equation, including exports as an explanatory vari-
able, the intercept or the slope term for exports vary significantly with the
introduction of liberalisation policies. In a majority of cases (eight out of twelve) lib-
eralisation is judged to have ‘no discernible impact on the export/growth relation-
ship’.

43 In Korea, this early export success was often as a result of government subsidies,
direct guidance and export targeting; see Westphal (1998) for a restatement of this
view.

44 An example of a cross-sectional study that confirms this result is Nishimizu and Page
(1991). This shows that for a sample of economies, where quantitative import restric-
tions are not used, there is a significant relation between export growth and indus-
trial TFP growth. In protected economies that relied heavily on quantitative
restrictions this relation is not significant, however. There is no relation between
TFP growth and growth in the protected domestic market.

45 See Aw and Hwang (1995) and Sjoholm (1999).

46 See Akrasanee and Wiboonchutikula (1994).

47 This is the point stressed by the authors; see Clerides et al. (1998). However, it
should be noted that at a more aggregate level for Colombia, Ocampo and Villar
(1995) find a variable for past export experience to be significant in explaining
exports 1967-90.

48 This is documented for the US by Harberger (1998).

49 See Pack (1988) and Havrylyshn (1990).

50 For Mexico, see Iscan (1998) and Weiss (1992); for Malawi, see Mulaga and Weiss
(1996); for Chile, see Tybout (1992); for Korea, see Kim (1994). Also for Japan using
a broadly similar approach, Lawrence and Weinstein (2001) suggest that greater
competing imports allowed by trade reform stimulated productivity growth within
manufacturing and were far more important than government industrial policy inter-
ventions.

51 See the survey of Tybout (2000).

52 For example, for Morocco, see Currie and Harrison (1997) and for Brazil, see
Mesquita and Guilherme (1998). Tybout (2000) surveys this literature and intro-
duces a number of technical qualifications.

53 For example, Ocampo (1994) finds no relation between TFP and alternative meas-
ures of trade reform including one that is close conceptually to the nominal rate of
protection. Similarly, for Ghana, Teal (1999) suggests that in the more liberal
trading environment of the 1990s, firms have achieved little in the way of productiv-
ity growth. Similar ambiguity is raised by a detailed study on one branch, the auto-
mobile sector, where rates of TFP growth are compared for four economies. The most
protected of these four, Argentina, had the second highest TFP growth (behind
Korea) and experienced relatively rapid TFP growth in the sector, both before and
during its period of trade liberalisation in the late 1970s and early 1980s; see Waver-
man and Murphy (1992).

4 What remains of the challenges to orthodoxy?

1 See Hirschman (1981: 375).

2 Little (1982) introduced the technical definition of Structuralists as those who
believe developing countries are characterised by low elasticities of supply.

3 Arndt (1985) traces the origins of Structuralism under Little’s definition. He
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suggests that Kalecki and Kaldor may have been particularly influential in linking
European and Latin American ideas on inflation. Latin American Structuralists
developed a theory of inflation based on an analysis of structural bottlenecks.
Jameson (1986) examines their methodology, and several of his observations are
valid for the wider group of authors that are linked here with a Structuralist
approach. He stresses that in a Structuralist analysis each system must be studied as
a set of inter-related elements, and not broken down into individual components to
be studied separately. Also he argues that Structuralists do not focus simply on
surface phenomena, such as prices, but on the structure that lies behind what is
directly observable.

4 Several of the key characteristics of Marxian analysis can be seen as the view of the

primacy of the production process in establishing class structures and other social

relations, the importance of class struggle in the process of historical change, and
often the application of the labour theory of value to explain exchange and trading
relationships.

As an illustration of many of the volumes on this theme, see Colclough (1992).

6 For example, Baran (1957) wrote of a comprador class interested in trade rather
than production. Sunkel (1973: 146) extended this notion to a productive, but
externally dependent class representative of foreign capital in domestic society — the
‘transnational kernel’; that is, ‘a complex of activities, social groups and regions in

wn

different countries ... which are closely linked transnationally through many con-
crete interests as well as by similar styles, ways and levels of living and cultural
affinities’.

7 One implication is that the state bureaucracy may pursue their own interests at the
expense of those of the dominant classes, for example in military adventures or
expenditures on economically irrational, but prestigious projects. Alternatively the
state may intervene against the interests of particular sections of a dominant class in
the interests of the system as a whole. An example of this would be the removal of
protection from high cost domestic industries to allow other national producers to
use cheaper imported goods.

8 Jenkins (1991) used this concept of relative autonomy to explain the success of
government intervention in East Asia as opposed to its failure in Latin America,
although caution must be exercised since East Asia is far from monolithic and there
are important differences between the East Asian NIEs.

9 These points follow Chang and Rowthorn (1995).

10 See Chang (2000b) who stresses the role of industrial policy as one of the mechan-
isms for the ‘socialisation of risk’. This allows private investment in high risk activ-
ities with potentially high economic returns.

11 Influential here is the contribution of Amsden (1989: 11), who, generalising from
her work on Korea and Taiwan, argues that ‘(1) the onset of economic expansion has
tended to be delayed by weaknesses in a state’s ability to act and (2) if and when
industrialisation has accelerated it has done so at the initiative of a strengthened
state authority’.

12 Amsden (1989) puts this clearly in writing about the need to get relative prices
deliberately ‘wrong’ to stimulate growth. Examples would be subsidised targeted loans
and multiple effective exchange rates (arising from differential protection) for
particular activities.

13 Wade (1990: 27) defines a corporatist system as one where ‘the state charters or
creates a small number of interest groups giving them a monopoly of representation
of occupational interests in return for which it claims the right to monitor them in
order to discourage “narrow”, conflictful demands’.

14 Chang (2000b) points out that the 1997 financial crisis cannot be attributed to
cronyism per se, since corruption had been present in Korea for many years. What
was new in the late 1990s was the access by local groups, the chaebol, to short-term
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international finance exposing such firms to the vagaries of investor confidence. He
further argues that the industrial policy-developmental state model had been aban-
doned by the Korean government by around 1993 and that this absence of govern-
ment influence may have exacerbated the crisis by making it easier for resources to
be allocated on the basis of corruption and influence rather than economic ration-
ality.

15 For this purpose the classic article by Scitovsky (1958) remains one of the most
helpful starting points. A more recent discussion is Stewart and Ghani (1991).
Although externalities are central to the early Structuralist view of industrialisation,
others, particularly Neoclassical economists, have been sceptical of their signif-
icance. According to Little (1982), Scitovsky himself commented on the misuse of
his concept of pecuniary externalities to justify many economically unviable pro-
jects by vague references to their effects on the profits of other producers. Little and
Mirrlees (1974) also suggested that when considering the appraisal of individual
industrial projects, external effects are either very difficult to quantify or relatively
minor, where they can be measured. They also challenge the assumption that exter-
nalities are more prevalent in industry than in other sectors, arguing that if the
spread of learning and know-how is a major externality, this is more likely to be
important in agriculture than in industry.

16 Scitovsky’s own examples of this situation are: oil wells, where output depends on
the number and operation of other wells in the same field; fishing, where the catch of
one fisherman reduces that of others; and the use of a public road, where one firm is
crowded out by others.

17 For example, Stewart and Ghani (1991) draw attention to the Silicon valley
experience in California, where proximity between firms has helped greatly the
spread of knowledge.

18 It is this second set of externalities, which Scitovsky (1958: 300) pointed out were
seen as widely prevalent in developing countries:

Interdependence through the market mechanism is all-pervading and this
explains the contrast between the exceptional and often awkward examples of
externalities cited in discussions of equilibrium theory (i.e. technological exter-
nalities) and the impression one gains from the literature on underdeveloped
countries that the entrepreneur creates external economies and diseconomies
with his every move.

19 It is clear that there are numerous ways in which interdependence can affect profits;
for example:

a expansion of producer A may give rise to additional profits in B if the latter is a
user of A’s output, and A’s production is subject to increasing returns to scale,
so that its costs and price fall with expansion;

b growth of A will create a demand for inputs used in A, and will create
higher profits in these supplier industries, unless diseconomies of scale are
important;

c where other products are complementary to the output of A, expansion of A

can raise the demand for these goods and thus their profitability, again provid-
ing diseconomies of scale are not important;

d producers whose goods are consumed by those whose incomes are raised by the
expansion of A will also find demand for their products increased, and thus
they will have the potential for higher profitability.

Profit interdependence can be negative as well as positive. Obvious examples of
negative externalities of this type would be:
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a where expansion of producer A substitutes for other goods thus lowering their
demand and profitability;

b where expansion of A creates a demand for factors or inputs in limited supply
and either reduces their availability or raises their price to others;

c where output of A is higher cost or lower quality than that of competitors, but

after A’s expansion, users are compelled for various reasons to use A rather
than alternatives.

20 Linkages were popularised by Hirschman (1958).
21 Hirschman (1958: 109-10), for example, argues that:

The case for inferiority of agriculture to manufacturing has most frequently been
argued on grounds of comparative productivity. While this case has not been
shown to be entirely convincing agriculture certainly stands convicted on the
count of its lack of direct stimulus to the setting up of new activities through
linkage effects; the superiority of manufacturing in this respect is crushing.

22 The argument was set out by Young (1928) and expanded and elaborated upon by
Kaldor (1966) and (1967).

23 As a means of testing the hypothesis of dynamic increasing returns in manufacturing,
Kaldor (1967) used cross-sectional regression analysis to estimate equations (4.1) and
(4.2) below, for a number of different sectors across a sample of developed

economies.
pi=a+bg (4.1)
e;=a+b.g; (4.2)

where ¢, p and e are logarithmic growth rates for output, productivity and employ-
ment respectively, in different economies, and i refers to a given sector.

Equation 4.1 is the Verdoorn relationship between output growth and productivity
growth, which has been found to hold for many branches of economic activity.
However, since by definition g, = p, + ¢; it is possible for spurious correlations between
q and p to be found, particularly when changes in employment are small. To allow for
this, Kaldor argued that the key test for the existence of dynamic increasing returns is
not only that equation 4.1 holds, but that in addition equation 4.2 is statistically
significant with a b coefficient of less than 1.0; implying that growth of output results
from both productivity and employment effects, but that the growth in employment
is less than proportionate to the growth in output. In Kaldor’s original analysis,
industry was the only sector for which both equations were statistically significant.

24 This is ‘the growth of indirect or roundabout methods of production’, stressed by
Young (1928).

25 Young (1928: 531) cites as an example the printing industry where early in the twen-
tieth century a range of specialist producers took over the tasks previously handled by
the printers themselves. The cost reductions, or increasing returns, resulting from
this process are described as ‘economies of capitalistic or roundabout methods of pro-
duction’.

26 Whilst the conventional infant-industry argument, discussed below, relates costs and
productivity in a producer to time, the engine of growth argument adds the growth of
manufacturing in the aggregate as a key explanatory variable. This can be seen as an
argument for protection of the whole of manufacturing, so that the productivity of
individual producers can grow more rapidly. It can be termed an ‘infant economy’
rather than a specifically infant-industry case for protection, since it relates to learn-
ing and specialisation at the sector level.
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27 Nurkse (1958: 262) states the case clearly, arguing for the need to base growth on the
home market:

Does it not mean turning away from the principles of comparative advantage?
Why do these developing countries not push their exports of primary
products according to the rules of international specialisation, and import
the goods they need for a balanced diet. . .? For fairly obvious reasons expan-
sion of primary production for export is apt to encounter adverse price con-
ditions on the world market, unless industrial countries’ demand is steadily
expanding as it was in the nineteenth century. To push exports in the face of
an inelastic or more or less stationary demand would not be a promising line of
development.

28 Little (1982: 75) is probably fair in his summary of the orthodox position in the
1950s on the issue of industrial protection:

I think that few academics among those who wrote mainly about development

. would have accepted in the 1950s that developing countries should avoid
direct trade controls and have at most a modest tariff . . . Certainly UN officials
were not in this camp, and almost no LDC policy-makers would have endorsed
such views.

29 For example, in the paragraph following Nurkse’s quotation given above, he makes it
clear that although the inward-looking strategy he is recommending may involve
import controls, if national income grows, although the composition of exports and
imports may differ from the pre-protection situation, the volume of trade is likely to
be higher than it would be in the absence of trade controls, but with a lower level of
economic activity.

30 Similar conclusions on the terms of trade came from Singer (1950), restated in
Singer (1984), and in a Radical version, employing the labour theory of value to
international trade from the works of Emmanuel (1972) and Amin (1977, 1980).

31 See Prebisch (1964); a similar argument was made by Singer (1950) with the excep-
tion that he placed greater emphasis on technical change in rich countries biased
against raw materials exported by poor countries as a reason for declining relative
prices. Emmanuel (1972), using the labour theory of value to explain international
prices, argued that if countries have different commodity specialisations and wage
levels, prices will deviate systematically from values to the benefit of the countries
with higher wages. Prices must be high enough to cover costs and give the ruling
international rate of return, so that an increase in wages in one group of countries
(the rich countries or the centre) is a means of redistributing to that group part of the
total value produced in the world economy. Emmanuel argues that low wages are the
key to understanding movements in the terms of trade of the periphery and that
unequal exchange, in his terms, is a major drain of value, and thus of potential
income, since person-hours expended in production go un-rewarded.

32 See Prebisch (1984).

33 See Grilli and Chen Yang (1988).

34 See Kaplinsky (1998).

35 Sapsford and Balasubramanyam (1994). Where contrary results are found, this tends
to be due to differences in either data or statistical technique. For a survey of results,
see Sapsford et al. (1992).

36 See Bloch and Sapsford (1997).

37 The commodity terms of trade is defined as Pp/Pm, where Pp is the export price series
for primary goods and Pm is the import price series for manufactures, while the
income terms of trade is Pp.Qp/Pm where Qp is an index of primary export volume;
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see Grilli and Chen Yang (1988) for this estimate of the aggregate purchasing power
of exports.

See Kaplinsky (1998).

For example, Mrydal (1957) and Lewis (1955), as well as Prebisch.

See the discussions in Rodrik (1992) and Ocampo and Taylor (1998).

This is the ‘import protection as export promotion’ case popularised by Krugman
(1984).

See Rodrik (1992). However, since improved market shares are the key factor stimu-
lating technical change in this model, this cannot apply to all firms, so that this is an
argument for selective protection, that is identifying and supporting firms where the
stimulatory effect on technical change will be greatest.

For a non-technical introduction to this literature, see several of the chapters in
Krugman (1988).

This is the so-called ‘prisonet’s dilemma’ of Game theory; see Brander (1988).
Baldwin (1992) uses this illustration in the context of jet production, arguing that
the support of European governments for the Airbus may have pushed
McDonnell-Douglas from the market.

Baldwin (1992) examines the welfare effects of this policy. Semi-conductor memory
chips for computers are often discussed as an area where strategic interventions may
apply. However, it has been argued that Korean export success here was due to the
initiative of private firms, not to interventions by the state; see Chang (1992).
Support that does not create a wedge between domestic and world prices, as do tariffs
and quotas, is termed ‘promotion’ in the Neoclassical literature; examples are finan-
cial subsidies, tax credits and interest rate subsidies.

Bell et al. (1984) is the classic article setting out this argument.

See Westphal (1998).

5 Small-scale industry

—_
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10

11

See Haggblade et al. (1990) Table 1.

Tybout (2000) Table 1 provides evidence of this with employment data for a number
of developing countries mostly from the 1970s which are contrasted with the
employment structure in the US.

The data come from Mead (1994).

See Liedholm and Mead (1999).

See Peres and Stumpo (2000).

Livingstone (1991) has a discussion of the profile of SSE in Kenya. The analysis of
the sample of firms from Ghana in Lall et al. (1994 Table 4.5) reveals a generally
rising share of exports in output and of external finance in total finance as enterprise
size increases.

Stewart and Ranis (1990: 4), for example, define appropriate technology as ‘the
technology which makes best use of a country’s resources to achieve its development
objectives’.

See the survey of Stewart and Ranis (1990).

See Stewart and Ranis (1990: 6). Pack (1987) is a detailed study of Textiles that
finds that older, more conventional equipment has a cost advantage over the most
modern equipment in either its highly capital or highly labour-intensive forms.
Strictly comparing alternatives by a ratio can be misleading where one is larger than
the other, since the larger alternative may have a lower rate of return but still gener-
ate a larger absolute benefit. Use of this equation (5.2) implies that one large firm
can be compared with a set of small firms each with the same production conditions
that can together produce the same output as the large firm.

Little et al. (1987) Chapter 7 survey this data and point to a few exceptions. They
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12

13

14
15
16

17

23

24

25

26
27

28
29
31
32

33

argue from Korean evidence that the more disaggregated the analysis becomes, the
more difficult it is to establish that the smallest firms are always the least capital
intensive.

With the minor exception that two-person firms are slightly more capital-intensive
than three- to five-person firms, this is true even when eleven separate size categories
of firm are distinguished.

Also at the upper end of the size range, capital intensity does not increase monotoni-
cally with size. In Baking, firms with more than 1000 employees have a lower
capital-labour ratio than those with 251-500 and 501-1000 employees.

Early work on India produced this result; see Dhar and Lydall (1961).

The case for such ‘collective efficiency’ and ‘flexible specialisation’ amongst small
firms is examined further (page 117).

Little et al. (1987), Chapter 7, discuss Census data from several countries for the
1960s and 1970s.

The negative figure for Air-conditioning implies that the wages bill cannot be
covered and that the firms are loss-making. This is more likely to be due to data error
rather than actual market conditions.

The original study is by Liedholm and Mead, and is cited by Stewart and Ranis
(1990).

See Cortes et al. (1987).

See Little et al. (1987: 216-17).

For Ghana, see Mensah et al. (2001) and for the Gaza Strip, see Migdad et al.
(2001).

For example, a survey of data from five countries in sub-Saharan Africa found an
average rate of around 13% annually in the early 1990s; see Mead and Liedholm
(1998: 65).

However, of the seven countries compared in the survey, only in India do such grad-
uating firms provide more than 50% of small-medium sized enterprises (11-200
workers); see Liedholm (1992) Table 31.

For this group of countries as a whole, from the evidence of recent surveys, nearly
three-quarters of small enterprises (10-50 workers) started as micro firms (less than
ten workers). These data come from Mead (1994).

For these five economies, micro and small enterprises accounted for over 40% of the
total increase in the labour force during the 1980s (Mead 1994: 1883).

See, for example, Gerry (1978) and Moser (1978).

For example, Gerry (1978) in his study of Dakar, writes of a chain of exploitation as
capitalist sub-contractors, bureaucrats and suppliers of raw materials handle com-
modities at different stages prior to their entry into the petty production process. The
implication is that, at each stage, market power allows value to be siphoned off.

In the framework of the labour theory of value wages paid by capitalists are deter-
mined by the cost of reproducing labour power; essentially a cost of living approach.
Schmitz (1982) has a perceptive and sympathetic critique of Gerry and others.

Clear statements of the arguments are Steel (1993) and Little (1987).

Haggblade et al. (1990) survey the impact of different market distortions and link
these with SSE development.

For example, Levy (1993) finds the availability and cost of finance as the most
important constraint cited by small firm owners in Tanzania and Sri Lanka. Lied-
holm and Mead (1999), Chapter 6, provide evidence on the importance of a short-
age of credit in a range of countries, which they find to be more important at the
time of start-up with its significance diminishing as firms persist in their operations.
[t appears also to be less important for rural as compared with urban-based enter-
prises.

The formal theoretical case is set out in Stiglitz and Weiss (1981). Weiss (1995a:
242-46) summarises the argument.
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34 UNIDO (1997: 90-93) describes this process and points out the much weaker links
between formal and informal credit institutions in Africa as compared with Asia.

35 See Little (1987: 233) who argues that ‘The lack of institutional credit can be seen as
a filter that arguably does more to eliminate dishonest, incompetent and sluggish
would-be borrowers than it does to prevent potential climbers from setting foot on
the mountain of success’.

36 See Rabellotti (1997) for the relevant definitions.

37 Schmitz (1995) elaborates on the idea of collective efficiency.

38 Nadvi and Schmitz (1994) and Schmitz and Nadvi (1999) survey much of this
empirical work. Pedersen et al. (1994) contains a number of case studies. Rabellotti
(1997), who compares footwear clusters in Mexico and Italy, is perhaps the most
detailed study available. McCormick (1999) examines evidence on clusters in
Africa.

39 For example, in her comparison of Mexican and Italian footwear clusters, Rabellotti
(1997: 137) points to much greater vertical integration amongst Mexican firms,
which she attributes to the result of earlier import protection. In an extension of this
work, Rabellotti (1999) argues that in response to trade reform, footwear firms in
Mexico have increased their collaboration. She also finds some support for a link
between improved firm performance (defined in various ways) and links within a
cluster.

40 See the survey of evidence in Schmitz and Nadvi (1999). One of the best docu-
mented clusters is the Sinos Valley footwear cluster in Brazil, which has been exam-
ined in a number of papers by Schmitz; see, for example, Schmitz (1995) and Nadvi
and Schmitz (1994).

41 Humphrey and Schmitz (1996) suggest a demand side approach for policy involving
the organisation of trade fairs for the products of small firms, giving groups of small
firms the chance to bid collectively for public procurement contracts, and, through
technical upgrading, supporting small firms in their efforts to win sub-contracting
contracts from large firms.

42 MacPherson (1996) provides econometric evidence from Southern African that
growth has been higher in small urban firms or those based in commercial districts as
compared with rural small firms, which he attributes to externalities associated with
their location.

43 It may be significant that Rabellotti (1997) in her detailed study on footwear clusters
in Mexico finds that it is the medium size firms who are most dynamic, with the small
firms performing relatively poorly.

6 Technology

1 Alternative treatments of technology have been given various labels, such as neo-
Schumpeterian and neo-Structuralist; see, for example, the discussion in Schmitz and
Cassiolato (1992).

2 Lall, in Lall et al. (1994: 5). A distinction sometimes used is between the public
knowledge element of technology, which covers known technological blueprints
and the underlying scientific theory, and tacit, firm-specific knowledge that forms
the basis of firms’ own competitive advantage. It is this latter element that defines
TC.

3 See Evenson and Westphal (1995).

4 This is the approach in Romijn (1997) who focuses on production capability and
measures it by the complexity of product range.

5 See the discussion in Piore and Sabel (1984).

6 The Japanese firm Canon, by redefining the camera as a computer with a lens, is
cited as an example of this type of firm; see Best (1998).
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7 For example, Alcorta (1994) suggests that whilst optimal scale is reduced by new
technology at the product level, this need not be the case at the level of the plant or
the firm. This could be because new technologies require higher R and D expenditure
that has to be covered by higher total output.

8 See Freeman and Hagedoorn (1994).

9 These statistics on enterprise financed R&D are cited in Lall (2000b).

10 For example, a firm in Singapore has adapted the production process of audio—visual
products to small, lower income markets. For television sets, modifications were
necessary to design sets able to withstand large voltage fluctuations and to be oper-
ated with varying transmission signals. In addition cost-competitive production had
to be possible at low output levels; see Hill and Fong (1991). A more general discus-
sion of electronics exports from East Asia is given by Hobday (1995).

11 See, for example, Daniels (1996).

12 Katrak (1997) explains the model and why the slope of TF is expected to be smaller
than that of SG.

13 In his formal test of this model, Katrak (1997) finds that the latter case, with
imported technology largely unrelated to domestic technological efforts, is the more
valid for Indian firms.

14 Their thinking can be summarised by the following quotation:

The structural approach implies that technology-driven structural change
requires explicit and separate attention over and above capital accumulation
and that the capacity for generating such change is itself a source of compara-
tive advantage.

Justman and Teubal (1991)

15 This discussion follows Schmitz and Cassiolato (1992), who describe this approach as
Neo-Schumpeterian; for an illustration, see Perez and Soete (1988).

16 For a discussion of this concept, see Freeman (1995).

17 The attempt to develop a national aircraft technology in Indonesia in the 1990s is
also widely regarded as a clear example of a misguided attempt to leap-frog into a
new technology; see Hill (1998).

18 Amsden (1989) and (2001) makes this point clearly.

19 See Lall (1996) for a general discussion of technology policy in the NIEs. The
Korean computer sector is a well documented example of technology policy inter-
ventions. This involved government concessional loans and the importation of
foreign technology by Korean firms. Computer memories are the most successful area
and Samsung, whilst initially licensing US and Japanese technology moved rapidly to
develop its own design capacity; see Ernst et al. (1998).

20 This is the so-called TRIPs agreement — Trade Related Intellectual Property — which
imposes a uniform patent life of twenty years and has been described as ‘an unre-
quited transfer of royalties from user (developing) to producer (developed) countries’;
see Srinivasan (2001: 5).

21 See Amsden et al. (2001).

22 As discussed earlier, the classic survey article on this is Bell et al. (1984) which com-
pares productivity growth in protected infant firms with that in competitor
economies. If productivity growth in the former cannot keep pace with that in the
latter, maturity of infants will never be achieved. The authors conclude: ‘few of the
infant enterprises studied in less developed economies appear to have demonstrated
the high and continuous productivity growth needed to achieve and maintain inter-
national competitiveness’.

23 See the survey by Teitel (1984).

24 See Dahlman (1984) and Dahlman and Cortes (1984). The case of the sponge iron

technology is a good illustration of a technical change that was only viable due to
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the incentives created by government. The technology of direct reduction based on
natural gas could not compete with the more conventional blast furnace technology,
if gas was priced at the energy equivalent of alternative fuels. The author worked in
Mexico in the early 1980s on a cost—benefit assessment of this technology.

25 See Amsden (2001: 243).

26 See Katz (2000). There is some anecdotal evidence of successful Latin American
exporting firms ‘learning by exporting’ as in East Asia; see Macaria (2000).

27 This discussions draws heavily on Schmitz and Hewitt (1992).

28 See Schmitz and Hewitt (1992: 29-30).

29 Schmitz and Hewitt (1992: 35-36) cite data showing that national firms employed a
considerably higher proportion of staff in R and D than foreign owned firms. In the
post-trade liberalisation period some national firms survived, so that six Brazilian-
branded PC manufacturers had 26% of the domestic market in 1997. This is more
than double the share of local Mexican firms in their domestic market; see Dedrik et
al. (2001).

30 See Lall et al. (1994); earlier evidence on technical change in African firms is in
Langdon (1984) on Kenya, and Mytelka (1985) on textile production in the Ivory
Coast, Nigeria and Kenya.

31 See Kaplinsky (1994). Production pulling involves the transfer of work in progress
through a plant so that each workpoint only manufactures when it observes that the
subsequent stage of production has no accumulated work in progress beyond
that planned for. To illustrate the extent of gains, labour productivity rose by 80% in
waste bin production and by over 300% in book-end production after re-organisation.

32 In the developed country context, Cowling and Sugden (1998) suggest that R and D
tax credits boost only large corporations with formal R and D units and that, in
theory, once one allows for oligopolistic rivalry between such corporations, the net
impact of such credits might actually be to reduce total R and D. This paradoxical
result follows if subsidies to a rival reduce the marginal return to further R and D in a
firm sufficiently. Hence, whilst for any individual firm a tax credit will raise its R and
D, when a rival receives the credit, the firm’s R and D may be negatively affected.
There is empirical evidence to suggest that this is not an implausible real world case,
although it will only be relevant for developing countries with highly oligopolistic
industrial sectors, dominated by a few firms.

33 Lall has argued consistently for a selective approach to technology support; see, for
example, Lall (1996).

34 It has been argued, for example, that the medium size and smaller Japanese com-
panies would have been unwilling to borrow to finance new robotic technology,
hence the government’s decision to set up a leasing company, as a means of diffusing
the technology; see Ernst et al. (1998: 26).

35 See Teubal (1996).

36 See Cowling and Sugden (1998).

37 See Freeman (1995).

38 See Amsden (2001: 244—45).

39 These projects include next-generation semiconductors, high definition televisions
and environmentally-conserving motor vehicle technology; see Amsden (2001:

279).

7 Globalisation and industrialisation

1 See Department for International Development (2000).

2 See Temin (1999).

3 As evidence of this, world exports were roughly 9% of world income in 1913, 7% in
1950 and nearly 14% in the early 1990s; cited in Temin (1999: 84). Eatwell and
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Taylor (2000) provide an overview of the significance of international capital flows

under globalisation.

UNCTAD (2000) Tables 1.1 and 1.2.

How this will affect internal income distribution within a country will depend on

whether a country’s traded goods are labour or capital intensive. If globalisation leads

to a rise in traded relative to non-traded goods prices within a country, in Neoclassi-
cal theory, labour income will gain at the expense of capital income provided traded
goods are labour-intensive relative to non-traded goods. For a further discussion, see

Weiss (1995a) Chapter 5.

6 Evidence on this global divergence is in UNCTAD (1997) part 2. There it is pointed

out that much of the global income convergence in the pre-1914 period was due to

labour migration from Europe to resource-rich economies such as the USA, Canada,

Australia and Argentina.

Sklair (1994) contains several revisions to and re-assessments of this literature.

This follows Porter (1990).

The system of ‘lean production’ is discussed in Womack et al. (1990). The develop-

ment of merchant networks has led to references to the ‘virtual’ corporation based on

sub-contracting rather than vertical integration; see Davidow (1992). The growing
tendency towards regional trade and investment blocs is influencing the geographical
spread of these relationships; for example, since the formation of the North America

Free Trade Area (NAFTA) in the early 1990s, there has been a major reduction in

apparel exports to the US from East Asia and a corresponding rise from Mexico. Sim-

ilarly, the share of car components sourced from Mexico as compared with those sup-
plied from within the US has risen significantly.

10 This discussion draws heavily on Gereffi (1995).

11 This is the major technological dichotomy in global industry discussed in Chapter 6
between what was termed a ‘Fordist system’ of mass production and smaller scale,
specialised batch production, termed ‘flexible specialisation’.

12 The commodity chain approach has been used most widely in the study of apparel
exports and the processing of some primary products; see the discussion in Gibbon
(2001).

13 See Lall (2000b).

14 There were of substantial differences between Asia and Latin America and, in
general, policy was much less restrictive in the latter region; the role of TNCs in
manufacturing in the large Latin American economies has always been relatively
high; see Tables 2.7 and 2.8, for example.

15 The benefits to a country from the establishment of an export processing zone are
principally the higher income for those who obtain jobs in the zones. Other effects
tend to be weak, since firms there will pay few taxes and establish few linkages with
local suppliers; for a quantification of the net benefits from the Sri Lankan zone, see
Jayanthakumaran and Weiss (1997).

16 Curry and Weiss (2000) set out the methodology required for the application of this
approach to FDI projects.

17 The degree to which national firms are actually stimulated to improve productivity
by foreign entry into the domestic market has been the subject of numerous empiri-
cal studies, which have often produced mixed results. For example, positive effects
from FDI were found for Mexico by Blomstrom (1986), but negative initial effects on
domestically owned competitors were reported for Venezuela by Aitken and Harrison
(1999) and for Cote Ivoire and Morocco by Harrison (1996a). Kokko et al. (1996)
find a positive spillover to labour productivity from FDI in the manufacturing sector
of Uruguay.

18 See Lall (2000b).

19 The requirement for TNCs in the Latin American automobile sector to achieve
local content targets for parts and components is the best known (and probably
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most successful) illustration of this policy. Local content requirements are now
prohibited under the WTO agreement on Trade Related Investment Measures
(TRIMS).

20 See UNCTAD (1997: 93).

21 This evidence is not totally unambiguous since causation is an issue. Whether partic-
ipation in world trade raised GDP growth rates or growth stimulated expansion of
imports and exports is still a cause for debate. In general, as we have noted in
Chapter 2, there is an ongoing debate in the literature as to how far trade reform pos-
itively stimulates growth.

22 However, it should be noted that this result is strongly influenced by the performance
of China and India, both of whom are in the globalising group. If a non-population
weighted result is used, average GDP per capita growth in this group drops to below
3% in the 1990s, which is only modest by historical standards.

23 See Lall (2000a: 345).

24 This is calculated as (w/v),/(w/v),, where w is wage cost per worker in US$ and v is
value-added per worker in US$ and i refers to country i and us to the USA.

25 In so far as there are quality differences between US and other producers, the expec-
tation must be that US goods are of higher quality, reducing still further the competi-
tiveness of low-income competitors relative to the US.

26 Theoretically, given the relative low human skills to land ratio in Africa, one
would not expect as high a share of manufactures in total exports as in other
regions. The formal analysis that brings out this point is Wood and Mayer (1998),
who use a regression model incorporating resource and factor endowments to
explain export share. Lack of infrastructure and misaligned exchange rates are the
key factors in explaining a lower than predicted share of manufactures in total
exports. Another explanation is that manufacturing is a relatively transactions-
intensive sector, as evidenced by its relatively high share of intermediates to value-
added. The costs of doing business in Africa are seen as high due to poor
infrastructure, poor contract enforcement and volatile economic policies, and these
costs are more important for manufacturing than for resource extraction or agricul-
ture. This may provide another explanation for Africa’s weak performance in
manufacturing; see Collier (2000).

27 See Wangwe (1995).

28 The labour cost advantage of these locations in this sector is evidenced by the fact
that in the early 1990, it is estimated that, in Vietnam, unit labour costs were only
10% of those in Korea and Hong Kong; see Hill (2000).

29 This success is despite the not particularly competitive wage cost position evidenced
in Table 7.2; see Lall (1995) for a discussion of government policy in Malaysia and
its role in building up these exports.

30 For example, by 1998, manufactures had reached 85% of total exports compared with
only just over 40% at the start of the decade, and of these Table 7.4 shows 30% to be
in the high technology category; see Macaria (2000: 22).

31 The main indicator of the importance of this form of manufacturing is the statistic
that, in 1998, 42% of manufacturing employment was in this type of firm. Similar
statistics of the importance for manufacturing employment of such firms geared to
the US market are found for the small Central American economies of El Salvador,
Costa Rica and Dominican Republic; see Buitelaar and Padilla (2000).

32 The country studies in Helleiner (1995) confirm the importance of the real
exchange rate for manufactured exports. Londero and Teitel (1996) chart the shift
from the import substitute to export markets for goods from Colombia, Venezuela
and Brazil.
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8 Creating competitive advantage

1 The term ‘market friendly’ was popularised in World Bank (1991).

2 For a discussion of the differences and similarities between East Asian NIEs see, for
example, Alyuz et al. (1998) and Evans (1998). For a succinct discussion of the
Korean system in its heyday, see Chang (1993).

3 Public goods can be defined as those whose use by one user does not reduce supply to
others, and where direct charging of individual users is not possible.

4 See, for example, Lall (1994). An authoritative voice from the region describes the

East Asian model as ‘fundamentally a traditional model of the mixed economy where

the government plays an important role’, where ‘policy-makers were intent on com-

plementing markets rather than replacing them’. He then goes on to highlight a

series of interventions that operated through ‘multiple channels to encourage

savings, promote exports and to achieve the desired allocation of resources’; see Park

(2001). If spelled out in detail the list is long enough to justify Lall’s original rejec-

tion of the market-friendly classification. It is interesting, however, that advocates of

the two alternative versions of industrial policy both try to claim Korean policy from
the 1960s to the early 1990s for their version; presumably because most people agree
that it worked.

As we discuss in Chapter 4, Amsden (2001) develops this argument in detail.

6 See, for example, Lall (1995), Rock (1995) and Hill (1995). Jomo (1997) surveys the
position in the follower NIEs of Malaysia, Thailand and Indonesia and documents
their use of various forms of intervention, although the effectiveness of industrial
policy in these economies is unclear. In Malaysia in particular, efforts to develop
heavy industry and to spread industrial ownership to native Malays appear to have
created economic inefficiencies.

7 Amsden (2001) feels the industrial policy of Argentina never got off the ground and
rapidly degenerated into corruption. This is a major part of her explanation for
Argentina’s industrial decline; see Table 1.11.

8 Weiss (1986) examined Japanese industrial policy where the term ‘administrative
guidance’ originated. Central to this policy was the concept of ‘excessive competi-
tion’, which can be interpreted as a market situation where too many firms compete
in such a way as to lower long-run profits below normal levels for all participants.
Industrial policy aimed to avoid this by restricting entry to particular sectors and
encouraging mergers. In Neoclassical terms, excessive competition is an oxymoron,
since competition cannot be excessive.

9 World Bank (1993a) stresses this point.

10 Amsden (2001) Chapter 6 points to the similarity in behaviour of development
banks across a very diverse set of economies in the post 1945 period.

11 This has been described as a system of ‘relational banking’ in which banks had
close ties, often of ownership, with enterprises rather than arm’s length
commercial relationships. The chaebol in Korea are the clearest illustration of this
system at work and this form of banking explains the very high debt—equity ratios in
Korean manufacturing, which became a focus for concern during the 1997 financial
crisis.

12 In listing these various criteria, Amsden (2001) points out that conventional eco-
nomic efficiency indicators of the type discussed in Chapter 3 were applied nowhere.
In the author’s experience, for example with Nacional Financiera in Mexico, this is
not quite true, but it is certainly the case that key investment decisions would often
not have involved standard cost-benefit analysis.

13 For a discussion of Japan, see Weiss (1986); for Korea, see Amsden (1989); and for
Taiwan, see Wade (1990).

14 Technology transfer agreements were scrutinised by the bureaucracy in these coun-
tries to protect national interests. This involved attempting to avoid the import of

wn
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duplicate technology, limiting royalty payments and removing what were judged to
be excessively restrictive clauses on the use to which the technology could be put.
For details of how this was done in Japan, which provided the model for the others to
follow, see Ozawa (1974).

15 See Lall (1995).

16 See Hill (1995).

17 In describing the Thai system in some detail, Amsden (2001: 23-28) reveals that ‘on
average the BOI (Board of Investment) annually withdrew benefits from 7% of its
clients for non-compliance with agreed terms’. This is a very low withdrawal rate and
suggests that the control mechanism was not very tight.

18 See Lall (1987).

19 See Ros (1994). Weiss (1984) explains the system of incentives and industrial prior-
ities in Mexico in the 1976-82 period.

20 In general, for several of the East Asian NIEs, above one-third of total growth is
explained by increasing total factor productivity. The productivity-driven economies
from amongst this group are Korea, Hong Kong, Taiwan and Japan, all with annual
TFP growth (1960-90) averaging over 3%. As a comparison, one can note the corre-
sponding averages for Latin America of 0.1% and sub-Saharan Africa of —1%; see
World Bank (1993a: 64). How far industrial policy can be held responsible for such
productivity growth is not wholly clear (and Hong Kong must be exempted from the
discussion as a largely market-driven economy). Total factor productivity estimates
are also subject to considerable uncertainty. Chapter 1 has already cited slightly
lower estimates at 2% annually for some of these economies, from Bosworth and
Collins (2000). However, the general point is that in these economies productivity
was higher than elsewhere.

21 This analysis has been extended by Pack (2000) who, in focussing on Japan and
Korea, does find a difference in industrial structure between these economies and
similar comparators with a much higher share of the promoted sectors, metal prod-
ucts, machinery and electrical equipment, in both countries and also of transport
equipment in Korea. Again, however, he finds no significant difference in produc-
tivity growth between promoted and non-promoted sectors. Using simulations that
allow for the impact of industrial policy in changing industrial structure, and in
accounting for a proportion of the modest differences in productivity growth
between favoured and non-favoured sectors, he concludes that, at best, industrial
policy through its productivity effect may have had an impact of no more than
0.2%-0.3% of GDP annually (that is, without industrial policy, growth would have
been lower by this amount). Allowing for secondary effects on investment might
push the final figure to 0.5%. In the words of Pack (2000: 64) this is ‘hardly trivial,
but not the secret of success’ in economies where 8% annual growth has been
common.

22 See, for example, Westphal (1998).

23 This the logic of the high profit-high investment nexus identified by Alyuz et al.
(1998).

24 Lee (1997: 1274) finds that eight out of twelve infant industries either matured (that
is, reached international competitiveness) or tended to mature (that is, moved
towards competitiveness), with four showing no sign of maturing.

25 This follows Park (2001). For further discussions on the Korean case, see Shin (2000)
and Chang (2000a).

26 There is an acerbic comment on this issue that recommending countries follow the
Korean model is like telling a young basketball player to follow the Michael Jordan
model; world class but can they do it!

27 Ranis (1989) points to the key ingredients of secularism, egalitarianism and, above
all, nationalism in explaining the success of government action in fostering institu-
tional change for economic growth.
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28 In Korea, for example, the new President, Park Chung Hee dismissed more than
35,000 civil servants in 1961 to create a new system; see Evans (1998: 73).

29 For the author’s earlier discussion of this modified form of industrial policy, see Cody
etal. (1990).

30 Information on the WTO comes from World Trade Organisation (1999).
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