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2. Image Enhancement: Principle Objective

= Process an image so that the result will be more suitable than
the original image for a specific application.

» The suitableness is up to each application.

= A method which is quite useful for enhancing an image may
not necessarily be the best approach for enhancing another
Images.

Original Image High Pass Filtering
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2. Image Enhancement: Two Approaches (1)

= Spatial Domain: (image plane)

— Techniques are based on direct manipulation of pixels
In an image.

* Frequency Domain:

— Techniques are based on modifying the Fourier
transform of an image.

There are some enhancement techniques based on various
combinations of methods from these two categories.
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2. Image Enhancement: Two Approaches (2)

 Spatial Domain Methods: Assumed a digital image
represented by a 2-D random field f(x,y). Image processing
operators in the spatial domain may be expressed as:

g(x,y) =T[f(x,y)]
where T is an operator applied on f(x,y) defined over:

= a single pixel (x,y). In this case T is a gray level
transformation (or mapping) function. This
technique is referred to as point processing.

= some neighbourhood of (x,y), based on the use of
mask (e.g. 3x3 array), window or filter - mask
processing (or filtering).

* T may operate to a set of input images.
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2. Image Enhancement: Two Approaches (3)

Example: Contrast stretching
s =1(r)

Light

Dark

H

~

Dark

m

> I

Light

Producing an image of higher contrast than the original, by
darkening the levels below m and brightening the levels
above m in the original image.
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2. Image Enhancement: Two Approaches (4)

Example: Producing a binary image

s =1(r)
Light —
Dark
» I
Dark m Light
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2. Image Enhancement: Two Approaches (5)

d Frequency Domain Methods: Let g(x,y) be a desired
Image formed by the convolution of an image f(x,y) and a
linear, position-invariant operator h(x,y), that is:

g(x,y) =h(x,y)* f(x,y)

In frequency domain:
G(u,v)=H(u,v)F(u,v)

Typically, f(x,y) Is given and the goal, after computation of
F(u,v), we can select so that the desired image:

g(x,y)=3"{H u,v)F(u,v)]

exhibits some highlighted features of f(X,y). For instance,

edges in can be enhanced by using H(u,v) as a high pass
filter.
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Image Enhancement In
the Spatial Domain
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2. Image Enhancement: Point Processing (1)

L Intensity transformations:

* Image negatives: The negative of a digital image is
obtained by the transformation function s = T(r) = L-1-r
where L is the number of grey levels.

L-1

T(r)

, L-1

Intensity of the output image decreases as the intensity
of the input increases. Applications: such as displaying
medical images.
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2. Image Enhancement: Point Processing (2)

Example: Image negative

Original Negative
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2. Image Enhancement: Point Processing (3)

e Contrast stretching: Low contrast images occur often
due to poor or non uniform lighting conditions, or due
to nonlinearity, or small dynamic range of the imaging
sensor.

Original Contrast improvement

Dept. of Telecomm. Eng. DIP2012
Qn!" Faculty of EEE 11 DHT, HCMUT


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

2. Image Enhancement: Point Processing (4)

Original Contrast stretch
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2. Image Enhancement: Point Processing (5)

Original Contrast stretch
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2. Image Enhancement: Point Processing (6)

Original Producing binary image

Dept. of Telecomm. Eng. DIP2012
%!" Faculty of EEE 14 DHT, HCMUT

CuuDuongThanCong.com https://fb.com/tailieudientucntt


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

2. Image Enhancement: Point Processing (7)

1 Histogram Processing:

Suppose we have a digital image of size NxN with gray levels
In the range [0, L-1]. The histogram of the image is defined as
discrete function:

n
p(rk) =
n
where r, is the kth gray level, k =0,..,, L-1; n, is the
number of pixels in the image with gray level r, and
n is the total number of pixels in the image.

Histogram: Represents the frequency of occurrence of the
various gray levels in the image. A plot of this function for all
values of k provides a global description of the appearance of
the image.
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2. Image Enhancement: Point Processing (8)
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2. Image Enhancement: Point Processing (9)
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2. Image Enhancement: Point Processing (10)
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2. Image Enhancement: Point Processing (11)
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2. Image Enhancement: Point Processing (12)

= As the low-contrast image’s histogram is narrow and
centered toward the middle of the gray scale, if we
distribute the histogram to a wider range the quality of the
Image will be improved.

= We can do it by adjusting the probability density function
of the original histogram of the image so that the
probability spread equally.
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2. Image Enhancement: Point Processing (13)

= Histogram transformation:

s = T(r)

where 0 <r<1;
T(r) satisfies:

— (a). T(r) is single-valued
and monotonically
Increasingly in the
Interval 0<r<1

— (b). 0L T(r) <1 for

r 0<r<l

Si= 1)

H-------
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2. Image Enhancement: Point Processing (14)

— Single-valued (one-to-one relationship) guarantees that the
Inverse transformation will exist.

— Monotonous condition preserves the increasing order from
black to white in the output image thus it won’t cause a
negative image.

— 0<T(r) <1 for 0<r <1 guarantees that the output gray
levels will be in the same range as the input levels.

— The Inverse transformation from s back to r iIs
r=Ts) ; 0<s<1

— The gray levels in an image may be viewed as random
variables in the interval [0,1]. PDF (Probability Density
Function) is one of the fundamental descriptors of a random
variable.
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2. Image Enhancement: Point Processing (15)

— If arandom variable r is transformed by a monotonic
transformation function T(r) to produce a new random
variable s, then the PDF of s can be obtained from
knowledge of T(r) and the PDF of r, as follows:

D, (5) = m(r)%

— Consider a transformation function (also Cumulative
Distribution Function (CDF)) of random variable r :

s=T(r) =j p, (w)dw
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2. Image Enhancement: Point Processing (16)

ds dT(r) d
dr dr dr

{ | pr(w)dw} = p,(r)

dar
ds

p.(8) = P, ()7 = P, (F)

L|:1 where 0<s<1
P,

— ps(s) Is called as a uniform probability density
function.

— ps(s) 1s always a uniform, independent of the form of
p(r).
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2. Image Enhancement: Point Processing (17)

s=T(r) =j P, (w)dw

\

Random variable s
characterized by

a uniform probability
function

N

Py(s)
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2. Image Enhancement: Point Processing (18)

e Discrete transformation function:

— The probability of occurrence of gray level in an image
IS approximated by

N

—*  wherek = 0,1, ..., L1
n

pr (rk) —

— The discrete version of transformation

s =T(H) =Y p.(1r)

-2

K. n
]=0

. wherek = 0,1, ... L1
n
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2. Image Enhancement: Point Processing (19)

= Histogram Equalization:

— Thus, an output image Is obtained by mapping each
pixel with level r, in the input image into a
corresponding pixel with level s, in the output image.

S, =1(r)= k n—‘Z: ipr(rj), 0<r <1 k=01,...,L-1

i=0N j=0

— In discrete space, it cannot be proved in general that
this discrete transformation will produce the discrete
equivalent of a uniform probability density function,
which would be a uniform histogram.
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2. Image Enhancement: Point Processing (20)

Example of Histogram Equalization:

N (W B~ DN

3
4
3
2

NN W
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4x4 image

Gray scale = [0,9]

No. of pixels

R N W A~ O O

Gray level
| | | | .

| I I I I

012 3 456 7 829

Histogram
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2. Image Enhancement: Point Processing (21)

Gray
1 2 3 4 5 6 ! 8 9
Level (j)
N.O' of 0 6 5 4 1 0 0 0 0
pixels
k
o, o | 6 | 12| 15| 16 | 16 | 16 | 16 | 16
j=0
N, 11/ | 15/ |16/ |16/ |16/ |16/ |16/
s=>» L 0 |6/16
i—o N 16 16 16 16 16 16 16
9 0 3.3 6.1 8.4 9 9 9 9 9
S ~3 ~6 ~8
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2. Image Enhancement: Point Processing (22)

316 ] 6|3
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Output image

Gray scale = [0, 9]

No. of pixels

R N W~ O O

O 1 2 3
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2. Image Enhancement: Point Processing (23)

Comments:

— Histogram equalization distributes the gray level to
reach the maximum gray level (white) because the
cumulative distribution function equals 1 when
0 <r<L-1. This process increases the dynamic range
of gray levels and produces an increase in image
contrast.

— If the cumulative numbers of gray levels are slightly
different, they will be mapped to little different or same
gray levels as we may have to approximate the
processed gray level of the output image to integer
number.

— Thus, the discrete transformation function can not
guarantee the one-to-one mapping relationship.
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2. Image Enhancement: Point Processing (24)
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2. Image Enhancement: Point Processing (25)

= Histogram Specification: Used to specify a particular
histogram shape (not necessarily uniform) which is
capable of highlighting certain gray levels in the image.

et us suppose that:
p,(r) is the original probability density function,
p,(z) Is the desired probability density function.

Suppose that the histogram equalisation is first applied on
the original image r

s=T(r) =] p, (W)cw
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2. Image Enhancement: Point Processing (26)

Suppose that the desired image r is available and
histogram equalisation is applied as well.

v=G(2) = | p, (W)dw

and p,(s), p,(v) are both uniform densities and they can
be considered as identical because the final result of
histogram equalisation is independent of the density
Inside the integral. So In equation

v=G(2) = | p,(W)dw

we can use the symbol s instead of v. The inverse
process z=G(s) will have the desired probability
density function.
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2. Image Enhancement: Point Processing (27)

Example of Histogram Specification:

— Assume an image has a gray level probability density
function p,(r) as shown.

pAr)

A
L () -2r+2 ;,0<r<l1

P Al =
r 0 ‘elsewhere
1 —1
1' | >
0 1 2 r
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2. Image Enhancement: Point Processing (28)

— We would like to apply the histogram specification
with the desired probability density function p,(z) as

shown:
p(2)
A
U< 7<L
D pz(z): 27 ’O—Z—l
g 0 ,elsewhere
i .
0 1
‘ Dept. of Telecomm. Eng. DIP2012
36 DHT, HCMUT

cg Faculty of EEE


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

2. Image Enhancement: Point Processing (29)

Step 1: Obtain the transformation function T(r)

r
s=T(r) s=T(r)= [ p,(w)dw
0
1 L r
S = j (—2w+ 2)dw
One-to-one 0
_ mapping — W2 42w d
function 0
| | =—r°+2r
i | > r
0 |
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2. Image Enhancement: Point Processing (30)

Step 2: Obtain the transformation function G(z)

z 2

G(2) :_Z[(Zw)dw =7° . =t

Step 3: Obtain the inversed transformation function G
z=G(s) = GT(n)]
G(z)=T(r)

7% =—r%+2r

Z7=A/2r—r”

We can guarantee that 0 <z <1when0<r<1
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2. Image Enhancement: Point Processing (31)

— Discrete formulation:
k
s, =T(r)=>.p,(r;)
j=0

-2

k. n
]=0

4 k=012..L-1
n

k
G(z,)=) p,(z)=s k=012..,L-1
=0

2, =G7[T(r)]
-G's,|] k=012..,L-1
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2. Image Enhancement: Spatial Filtering (1)

In'|:|l_u_: n|'igir| FIGURE 3.32 The
X mechanics of
/ spatial filtering.
The magnified
drawing shows a
3 x 3mask and
the image section
directly under it;
the image section
is shown
displaced out
from under the
mask for ease of

readability.
Image f{x. y)
(i, 0
x
Mask coeflicients, showing
coordinate arrangement
Pixels of image
segtion under mask
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2. Image Enhancement: Spatial Filtering (2)

= Using filter (can also be called as mask/ kernel/ template or
window)

= The values in a filter subimage are referred to as
coefficients, rather than pixel. Our focus will be on masks
of odd sizes, e.g. 3x3, 5x5,...

= Simply move the filter mask from point to point in an
Image.

= At each point (x,y), the response of the filter at that point is
calculated using a predefined relationship.

R=wz, +W,Z, +...+W_.Z__
mn
=) Wiz
I=i
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2. Image Enhancement: Spatial Filtering (3)

= Smoothing Spatial Filters:
— Used for blurring and for noise reduction.
— Blurring is used in preprocessing steps, such as:

« Removal of small details from an image prior to
object extraction.

 Bridging of small gaps in lines or curves.

— Noise reduction can be accomplished by blurring with
a linear filter and also by a nonlinear filter.

— Output i1s simply the average of the pixels contained in
the neighborhood of the filter mask.

— Called averaging filters or lowpass filters.
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2. Image Enhancement: Spatial Filtering (4)

— Replace the value of every pixel in an image by the
average of the gray levels in the neighborhood will
reduce the “sharp” transitions in gray levels.

— Sharp transitions:
« Random noise In the image.
« Edges of objects in the image.

— Thus, smoothing can reduce noises (desirable) and blur
edges (undesirable).
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2. Image Enhancement: Spatial Filtering (5)

3x3 Smoothing Spatial Filters:

1 1 1 1 2 1

1 1 _ "

a = 1 1 1 TET >< 2 4 2

1 1 1 1 2 1
Average Weighted average

el

FIGURE 3.34 'Two
3 X 3 smoothing
(averaging) filter
masks. The
constant multipli
er in front of each
mask 1s equal to
the sum of the
values of its
coefficients, as is
required to
compute an
average.

Weighted average filter: weighting the center point the
highest and then reducing the value of the coefficients as
a function of increasing distance from the origin is
simply an attempt to reduce blurring in the

smoothing process.
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2. Image Enhancement: Spatial Filtering (6)

Example of Smoothing Spatial Filters:

1]

aaaaaaadad

2l o
TS

aaaaaaaad

J111

aaaaaaadad

e
1111

..a;lailaaa

.....'

wd
(I

.:.il.'lilﬂ“

n...

-

M

« 5 8

100 Bl

Lo = l=p

FIGURE 3.35 (a) Original image. of size 500 » 500 pixels (b)—(f) Results of smoothing
with square averaging filter masks of sizes n = 3,5,9,15,and 35, respectively. The black
squares at the top are of sizes 3. 5,9, 15,25, 35, 45, and 35 pixels, respectively: their bor-
ders are 25 pixels apart. The letters at the bottom range in size from 10 to 24 points, in
increments of 2 points: the large letter at the top is 60 points. The vertical bars are 5 pix-
els wide and 100 pixels high: their separation is 20 pixels. The diameter of the circles is
25 pixels, and their borders are 15 pixels apart: their gray levels range from 0%, to 100%
black in increments of 20%. The background of the image is 10% black. The noisy rec-
tangles are of size 50 = 120 pixels.

Dept. of Telecomm. Eng.

%!(’ Faculty of EEE

CuuDuongThanCong.com

DIP2012
45 DHT, HCMUT

https://fb.com/tailieudientucntt


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

2. Image Enhancement: Spatial Filtering (7)

= QOrder-Statistics Filters (Nonlinear Filters):

— The response Is based on ordering (ranking) the pixels
contained in the image area encompassed by the filter.

— Example:
e Median filter: R = median{z, |k = 1,2,...,n x n}
e Max filter: R = max{z, |k =1,2,...,n x n}
e Min filter: R = min{z, |k =1,2,...,n x n}

where: n X n is the size of the mask.

‘ Dept. of Telecomm. Eng. DIP2012
cg Faculty of EEE 46 DHT, HCMUT


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

2. Image Enhancement: Spatial Filtering (8)

Median Filter:

— Replaces the value of a pixel by the median of the gray
levels in the neighborhood of that pixel (the original
value of the pixel is included in the computation of the
median).

— Quite popular because for certain types of random noise
(impulse noise = salt and pepper noise) , they
provide excellent noise-reduction capabilities, with
considering less blurring than linear smoothing filters
of similar size.
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2. Image Enhancement: Spatial Filtering (9)

Example of Median Filter:

abc

FIGURE 3.37 (a) X-ray image of circuit board corrupted by salt-and-pepper noise. (b) Noise reduction with a
3 X 3averaging mask. (¢) Noise reduction with a 3 X 3 median filter. (Original image courtesy of Mr. Joseph
E. Pascente, Lixi. Inc.)
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2. Image Enhancement: Spatial Filtering (10)

= Sharpening Spatial Filters:
— To highlight fine detail in an image.

— or to enhance detail that has been blurred, either in error
or as a natural effect of a particular method of image
acquisition.

— It 1s known that blurring can be done in spatial domain
by pixel averaging in a neighbors.

— Since averaging Is analogous to integration.

— Thus, we can guess that the sharpening must be
accomplished by spatial differentiation.
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2. Image Enhancement: Spatial Filtering (11)

= Derivative operator:

— The strength of the response of a derivative operator Is
proportional to the degree of discontinuity of the image
at the point at which the operator is applied.

— Thus, image differentiation:
« enhances edges and other discontinuities

(e. g. noise)
« deemphasizes area with slowly varying gray-level
values.
‘ Dept. of Telecomm. Eng. DIP2012

c@ Faculty of EEE 50 DHT, HCMUT


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

2. Image Enhancement: Spatial Filtering (12)

7 .— Isolated point e
2 i |
= 5 e-e |
% 4 \t\f Ramp ;H\ Linex Step—\;f
- ] i
= 3 b / ‘1 Flat segment }’\ I
2 \ ! \ / N )
N ! | N /
1 L3 | \ \ /‘ .\ |
0 “e—e -4 o—0—o o |y —
Image strip [5[5[4[3]2]1]0o]o]o]6]0]o]o]o[1][3]1]o]o]o]o]7]7][7]7]-]"]
I e
First derivative -1-1-1-1-10 0 6 =6 0 0 0 1 2 -2-10 0 0 7 0 0 O
O O O O
Second derivative =10 0 0 0 1 0 6-126 0 0 1 1 41 1 00 7700
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2. Image Enhancement: Spatial Filtering (13)

First-order derivative:
— A basic definition of the first-order derivative of a one-
dimensional function f(x) is the difference:

of
— = D)= F()

Second-order derivative:

— Similarly, we define the second-order derivative of a
one-dimensional function f(x) is the difference:

o°f _ f(x+1)+ f(x=1)—2f(x)

X2
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2. Image Enhancement: Spatial Filtering (14)

First and Second-order derivative of f(X,y):

— when we consider an image function of two variables,
f(x,y), at which time we will dealing with partial
derivatives along the two spatial axes:

[Ny _ O (y) _af(xy)  of (x.y)
Gradient operator OXoY OX oy
Laplacian operator ;2 ¢ _ 0° f(X,y) n o f(x,y)
(linear operator) OX* oy’
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2. Image Enhancement: Spatial Filtering (15)

From:
o° f
- f(x+1L,y)+ f(x=1y)-2f(x,y)
o% f
6y2 =f(X,y+D)+ f(x,y=-1)—-21(X,Yy)
yield,

Vi =[f(x+1y)+ f(x=1Y)
+ (X, y+D)+ f(x,y—=1)-41(x,y)]
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2. Image Enhancement: Spatial Filtering (16)

Result Laplacian mask and its extensions

0 ! 0 1 1 !
1 —4 1 1 -8 1
0 1 0 1 1 1
0 -1 0 ~1 1 -1
-1 4 -1 ~1 8 -1
0 -1 0 -1 -1 -1

a b

g i

FIGURE 3.39

(a) Filter mask
used to
implement the
digital Laplacian,
as defined in

Eq. (3.7-4).

(b} Mask used to
implement an
extension of this
equation that
includes the
diagonal
neighbors. (¢) and
(d) Two other
implementations
of the Laplacian.

g
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2. Image Enhancement: Spatial Filtering (17)

= Mask of Laplacian + Addition: we can create a mask

which do both operations, Laplacian Filter and Addition
the original image.

g(x,y)=T(xy)-[T(x+Ly)+ T(x-1Y)

+ (X, y+D)+f(x,y=-1)+41(x,y)]
=5f(X,y)-[f(x+1,y)+ f(x=-1Yy)
+ (X, y+D)+ f(x,y-1)]

0 -1 0
-1 5 -1
0 -1 0
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2. Image Enhancement: Spatial Filtering (18)

Note: g(x,y) :{

-1

0

-1

f(x,y)-V*f(xy)
f(x,y)+V*f(x,Y)
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2. Image Enhancement: Spatial Filtering (19)

Example of
composite
Laplacian mask
(Laplacian+
Addition)

FIGURE 3.41 (a) Composite Laplacian mask. (b) A second composite mask. (c) Scanning
electron microscope image. (d) and (e) Results of filtering with the masks in (a) and (b).
respectively. Note how much sharper () is than (d). (Original image courtesy of Mr. Michael
Shaffer, Department of Geological Sciences, University of Oregon, Eugene.)

{4 o}
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2. Image Enhancement: Spatial Filtering (20)

= Unsharp masking:
.6 y)=f(xy)-f(xy)

Sharpened image = Original image — Blurred image

= High-boost filtering:
— Generalized form of unsharp masking (A > 1):

fo (X, Y) = AF (X, ¥) = F(X, )

fio (X, ) = (A=D1 F (%, y) - £ (X, y) F (X, Y)
— (A_l) f (X1 y) o fs (X’ y)
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2. Image Enhancement: Spatial Filtering (21)

— If we use Laplacian filter to create sharpen image f.(X,y)
with addition of original image

f(xy)-V i(xy)
f(xy)+V i(xy)

If the center coefficient of the
Laplacian mask is negative

Af (X, y)=V*f(X,y)
Af (X, y)+V*f (X, V)

1:s (X’ y) :{

yields:

fop (X, ) = {

If the center coefficient of the
Laplacian mask is positive
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2. Image Enhancement: Spatial Filtering (22)

0 —1 0 —1 —1 -1
—1 A+4 —1 —1 A+ B -1
0 —1 0 —1 —1 -1

A>1
If A=1, it becomes “standard” Laplacian sharpening.
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2. Image Enhancement: Spatial Filtering (23)

ab
cd

FIGURE 3.43

(a) Same as
Fig.3.41(c), but
darker.

{a) Laplacian of
{a) computed with
the mask in

Fig. 3.42(b) using
A=

{c) Laplacian
enhanced image
using the mask in
Fig. 3.42(b) with
A = 1.(d)Same
as (c), but using
A=17T.
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2. Image Enhancement: Spatial Filtering (24)

= Gradient operator:

— First derivatives are implemented using the
magnitude of the gradient.

op "

G, | ax
e {3

|y

Vi = mag(VF) = [G? + G2] 2

@y = ekl
OX oy

@ the magnitude becomes nonlinear

commonly approx.
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2. Image Enhancement: Spatial Filtering (25)

Gradient masks:
— Roberts cross-gradient operators (2x2):

G,=(z,-2) and G, =(z;—-1)
Vi = [Gf +G§]% - [(29 > Z5)2 T (28 B 26)2]%

Vf ~|zy — 25| +|2, — 2]

Zy | L | I3 g | 0o | -
Z, | Iz | Zg —
0 | | 0
Z, | Zg | Zg
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2. Image Enhancement: Spatial Filtering (26)

— Sobel operators (3x3):
G, =(z,+22,+24)—(z,+22,+ 2,)
G, =(z;+225+24)— (2, +22, + Z;)

Vi %|G,|+[G,]
—1 —2 =1 -1 Q |
0 0 Q —2 0 2
1 z | —1 0 |

(The weight value 2 is to achieve smoothing by giving more
Important to the center point)
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2. Image Enhancement: Spatial Filtering (27)

— Note: the summation of coefficients in all masks
equals 0, indicating that they would give a response of
0 in an area of constant gray level.
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2. Image Enhancement: Spatial Filtering (28)

Example of combining
spatial enhancement
methods:

— We want to sharpen the
original image and bring
out more skeletal detall.

—  Problems: narrow
dynamic range of gray
level and high noise
content makes the image
difficult to enhance.

‘ Dept. of Telecomm. Eng. DIP2012
cg Faculty of EEE 67 DHT, HCMUT


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

2. Image Enhancement: Spatial Filtering (29)

— Solve:

1. Laplacian mask to highlight fine detail.
2. Gradient to enhance prominent edges.

3. Gray-level transformation to increase the
dynamic range of gray levels.
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2. Image Enhancement: Spatial Filtering (30)

ab

gt

FIGURE 3.46

(a) Image of
whole bodyv bone
scan.

(b) Laplacian of
(a).(c) Sharpened
image obtained
by adding (a) and
(b). (d) Sobel of
(a).
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2. Image Enhancement: Spatial Filtering (31)

[_
h

FIGURE 3.46
(Continited)

(e) Sobel image
smoothed with a
5 X 5 averaging
filter. (1) Mask
image formed by
the product of (c)
and (e).

(2) Sharpened
image obtained
by the sum of (a)
and (f). (h) Final
result obtained by
applying a
power-law
transformation to
(2). Compare (g)
and (h) with (a).
(Original image
courtesy of G.E.
Medical Systems.)

79 o
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2. Image Enhancement: Frequency Domain (1)

Basic steps for filtering in the frequency domain:

Frequency domain filtering operation

Fourier Filter [nverse
L e . . :
> [~ function [ Fourier
transtorm i
H (i, v) transform
Flu.,v) Hit, v)F(u.v)
Pre-
processing,
flx. ) elx,v)
[nput Enhanced
image image

FIGURE 4.5 Basicsteps for filtering in the frequency domain.
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2. Image Enhancement: Frequency Domain (2)

Basic steps for filtering in the frequency domain:

1. Multiply the input image by (-1)**Y to center the transform
tou=M/2and v =N/2 (if M and N are even numbers, then
the shifted coordinates will be integers).

Computer F(u,v), the DFT of the image from (1).
Multiply F(u,v) by a filter function H(u,v).
Compute the inverse DFT of the result in (3).
Obtain the real part of the result in (4).

S R

Multiply the result in (5) by (-1)**Y to cancel the
multiplication of the input image.
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2. Image Enhancement: Frequency Domain (3)

Example of Low pass filter and High pass filter:

Hiu, v)
0

ab
cd

FIGURE 4.7 (a) A two-dimensional lowpass filter function. (b) Result of lowpass filtering the image in Fig. 4.4(a).
(c) A two-dimensional highpass filter function. {d) Result of highpass filtering the image in Fig. 4.4(a).
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2. Image Enhancement: Frequency Domain (4)

Correspondence between filter in spatial
and frequency domains:

Hiu) Hiu) ab
L 4 c d
FIGURE 4.9

(a) Gaussian
frequency domain
lowpass filter.

(b) Gaussian
frequency domain
highpass filter.

(c) Corresponding
lowpass spatial
filter.

(d) Corresponding
highpass spatial
filter. The masks
n(x) h(x) shown are used in
. f Chapter 3 for
lowpass and
highpass filtering.

»- i »- il
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2. Image Enhancement: Frequency Domain (5)

Smoothing Frequency-domain filters:
Ideal Lowpass filter

Hiu,v) Hu,v)

F |

= D, v)

abc

FIGURE 4.10 (a) Perspective plot of an ideal lowpass filter transfer function. (b) Filter displaved as an
image. (¢) Filter radial cross section.

‘ Dept. of Telecomm. Eng. DIP2012
c& Faculty of EEE 76 DHT, HCMUT

CuuDuongThanCong.com https://fb.com/tailieudientucntt


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

2. Image Enhancement: Frequency Domain (6)

Example of Fourier spectrum:

daaaaaaa

ab

FIGURE 4.11 (a) An image of size 500 x 500 pixels and (b) its Fourier spectrum. The
superimposed circles have radii values of 5. 15, 30, 80, and 230, which enclose 92.0
superimposed Circles nave radn values o o, 1o, 54U, L And Lol WInen enclose YA,
U4.6,96.4,95.0, and Y9.5% of the image power, respectively.
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2. Image Enhancement: Frequency Domain (7)

-xumE B “

i

aaaaaaadd

ke — p—

wd e d
I

TETTY Y P saannada

el --=umB

%A .l
TR

aaadaaaaad aaaaadaaad

a b HGURE 4.12 (a) Original image. (b)—(f) Results of ideal lowpass filtering with cutoff
¢ d frequencies set at radi values of 5, 15, 30, 80, and 230, as shown in Fig. 4.11(b). The
¢ [ power removed by these filters was 8.5.4, 3.6, 2, and 0.5% of the total. respectively.

Dept. of Telecomm. Eng. DIP2012
Qn!" Faculty of EEE 78 DHT, HCMUT

CuuDuongThanCong.com https://fb.com/tailieudientucntt


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

2. Image Enhancement: Frequency Domain (8)

Butterworth Lowpass Filter: BLPF

Hiu. v)

abec

FIGURE 4.14 (a) Perspective plot of a Butterworth lowpass filter transfer function. (b) Filter displayed as an
image. (¢) Filter radial cross sections of orders 1 through 4.
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2. Image Enhancement: Frequency Domain (9)

Spatial representation of BLPFs:

abcd

FIGURE 4.16 (a)—(d) Spatial representation of BLPFs of order 1, 2.5, and 20, and corresponding gray-level
profiles through the center of the filters (all filters have a cutoff frequency of 5). Note that ringing increases
as a function of filter order.
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2. Image Enhancement: Frequency Domain (10)

Gaussian Lowpass Filter: GLPF

Hu, v) Hu,v)

0.667

a b c

FIGURE 4.17 (a) Perspective plot of a GLPF transfer function. (b) Filter displayed as an image. (¢) Filter
radial cross sections for various values of D,.
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2. Image Enhancement: Frequency Domain (11)

Example of GLPF (1):

Gl

FIGURE 4.19

(a) Sample text of
poor resolution
(note broken
characters in
magnified view).
(b) Result of
filtering with a
GLPF (broken
character
segments were
joined).

Historically, certain computer
programs were written using
only two digits rather than
four to define the applicable
yaar. Accordingiy, the
company's software may
recognize a date using "00"

as 1900 rather than the yEFr
2000. }l

Historically, certain computer
programs were written using
only two digits rather than
four to define the applicable
year. Accordingly, the
company's software may
recognize a date using "00"
as 1900 rather than the yEar

o

—ea
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2. Image Enhancement: Frequency Domain (12)

Example of GLPF (2):

abec

FIGURE 4.20 (a) Original image (1028 X 732 pixels). (b) Result of filtering with a GLPF with D, = 100.
(c) Result of filtering with a GLPF with I}y = 80. Note reduction in skin fine lines in the magnified sections
of (b)and (c).
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2. Image Enhancement: Frequency Domain (13)

Sharpening Frequency e, H(u ) | i':]”_"‘:'
Domain Filter: T D
|deal highpass filter: S ]
0if DUV)<D, o = -
H (u y V) — . i iy . _
1 if D(u,v) > D, i
Butterworth highpass filter: o .
1 B e, .H,rlf”,____; ' L0
’ 2n / .
1+[D,/D(u,v)] .
Gausslan highpass filter: N |
S
-D? 2 gﬁ i
H (u y V) — 1 - e P (u ’V)/Z DO FIGURE 4.22 Top row: Perspective plot, image representation. and cross section of a typical ideal highpass
filter. Middle and bottom rows: The same sequence for typical Butterworth and Gaussian highpass filters.
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2. Image Enhancement: Frequency Domain (14)

Spatial representation of Ideal, Butterworth and Gaussian
highpass filters:

21 a2

FIGURE 4.23 Spatial representations of typical (a) ideal, (b) Butterworth, and (c¢) Gaussian frequency
domain highpass filters, and corresponding grav-level profiles.
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2. Image Enhancement: Frequency Domain (15)

Example: Result of IHPF

! ’
el Wy

. a 29 9 2

i e

FIGURE 4.24 Results of ideal highpass filtering the image in Fig. 4.11(a) with Dy = 15, 30, and 80,
respectively. Problems with ringing are quite evident in (a) and (b).
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2. Image Enhancement: Frequency Domain (16)

Example: Result of BHPF

- a 9 9 O :
aadadaaa ol s

abc

FIGURE 4.25 Results of highpass filtering the image in Fig. 4.11(a) using a BHPF of order 2 with D, = 15,
30, and 80, respectively. These results are much smoother than those obtained with an ILPF.
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2. Image Enhancement: Frequency Domain (17)

Example: Result of GHPF

- m ) ;- &
aaddddad

S e

FIGURE 4.26 Results of highpass filtering the image of Fig. 4.11(a) using a GHPF of order 2 with D, = 15,
30, and 80, respectively. Compare with Figs. 4.24 and 4.25.
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2. Image Enhancement: Frequency Domain (18)

Homomorphic Filter:

fix, ¥ Ebmib Hu,v)

Hu, v) FIGURE 4.32
Cross section of a
circularly
symmelric filter
function. D{u, v)
vl — — i1s the distance
from the origin of
the centered
transform.

FIGURE 4.31
Homomorphic
cxp *" Xy - .
} g(x. ) filtering approach
for image
enhancement.

L

D{u. v)
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2. Image Enhancement: Frequency Domain (19)

Example of Homomorphic Filter:

an

FIGURE 4.33

(a) Original
image. (b) Image
processed by
homomorphic
filtering (note
details inside
shelter).
(Stockham.)

Dept. of Telecomm. Eng. DIP2012
%!" Faculty of EEE 90 DHT, HCMUT

CuuDuongThanCong.com https://fb.com/tailieudientucntt


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

Image Restoration and
Reconstruction
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2. Image Restoration (1)

* |mage restoration: Recover an image that has been
degraded by using a prior knowledge of the degradation

phenomenon.

= Model the degradation and applying the inverse process in
order to recover the original image.

‘ Dept. of Telecomm. Eng. DIP2012
c& Faculty of EEE 92 DHT, HCMUT


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

2. Image Restoration (2)

= A model of image degradation/restoration process:

FIGURE 5.1 _
A model of the Degradation g(x.y) Restorati .
image fle.y) = > function T?IIIL_T]]_?LI.}U ! flx.y)
degradation/ H o
restoration _
process. Noise
n(x.y)
DEGRADATION RESTORATION
If H Is a linear, position-invariant process, then
the degraded image is given in the spatial domain by
g(x,y)=h(x,y) = 1(xy)+n(x,y)
The model of the degraded image is given in
the frequency domain by
G(u,v)=H(u,v)F(u,v)+N(u,v)
DIP2012
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2. IR: Noise Sources

= The principal sources of noise in digital images arise
during image acquisition and/or transmission:

— Image acquisition, e.g., light levels, sensor temperature,
etc.

— Transmission, e.g., lightning or other atmospheric
disturbance in wireless network.
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2. IR: Noise Model (1)

= White noise
— The Fourier spectrum of noise Is constant.

= With the exception of spatially periodic noise, we assume:
— Noise Is independent of spatial coordinates.
— Noise Is uncorrelated with respect to the image itself.

= (Gaussian noise

Electronic circuit noise, sensor noise due to poor
Illumination and/or high temperature.

= Erlang (gamma) noise: Laser imaging.

= EXxponential noise: Laser imaging.
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2. IR: Noise Model (2)

= Uniform noise: Least descriptive; basis for numerous
random number generators.

* |Impulse noise: Quick transients, such as faulty switching.

= Rayleigh noise: High Dynamic Range Imaging (HDRI).

‘ Dept. of Telecomm. Eng. DIP2012
c& Faculty of EEE 96 DHT, HCMUT

CuuDuongThanCong.com https://fb.com/tailieudientucntt


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

2. IR: Noise Model (3)

— High Dynamic Range Imaging (HDRI) is an imaging
technique that allows for a greater dynamic range of
exposure than would be obtained through any normal
Imaging process.

— It 1s now popularly used to refer to the process of tone
mapping together with bracketed exposures of normal
digital images, giving the end result a high, often
exaggerated dynamic range.

— Tone mapping is a technigue used in image processing
and computer graphics to map a set of colors to another;
often to approximate the appearance of HDRI in media
with a more limited dynamic range.
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2. IR: Noise Model (4)

— Bracketing is the general technigue of taking several
shots of the same subject using different or the same
camera settings.

— The intention of HDRI is to accurately represent the
wide range of intensity levels found in real scenes
ranging from direct sunlight to shadows.

— HDRI, also called HDR (High Dynamic Range) is a
feature commonly found in high-end graphics and
Imaging software.

http://en.wikipedia.org/wiki/High_dynamic_range_imaging
http://www.webopedia.com/TERM/H/High_Dynamic_Range_Imaging.html
http://en.wikipedia.org/wiki/High_dynamic_range_imaging
http://www.webopedia.com/TERM/H/High_Dynamic_Range_Imaging.html
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. Noise Model (5)

Examples:
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2. IR: Gaussian Noise

The PDF of Gaussian random variable, z, is given by
1 —(z-2)%126?
p(z) =—F——e "
N27mo
where, z represents intensity

7 is the mean (average) value of z
o IS the standard deviation

— 70% of its values will be in the range:
[(4=0),(+0)]
— 95% of its values will be in the range:

(12— 20), (1 +20)]
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2. IR: Rayleigh Noise

The PDF of Rayleigh noise is given by

-

o(2) %(z—a)e‘(z“"‘)z’IO forz>a
= <

0 forz<a

.

The mean and variance of this density are given by
z=a++zb/4

2 b(4-7)
4

O
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2. IR: Erlang (Gamma) Noise

The PDF of

p(z) =+

Erlang noise is given by

([ Abb-1
Az _oa forz>0
(b-1)!

0 forz<a

.

The mean and variance of this density are given by

z=b/a

2
O =

b/a’
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2. IR: Exponential Noise

The PDF of exponential noise is given by

0(2) = ae forz>0
0 forz<a

The mean and variance of this density are given by
z=1/a
o =1/a’
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2. IR: Uniform Noise

The PDF of uniform noise is given by
1

— fora<z<b
p(z)=1b-a
0

otherwise

The mean and variance of this density are given by
z=(a+h)/2
o’ =(b-a)’ /12
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2. IR: Impulse (Salt-and-Pepper) Noise

The PDF of

p(z) =1

(bipolar) impulse noise is given by

P, forz=a
P forz=Db
0 otherwise

If b > a, gray-level b will appear as a light dot,

while level a will appear like a dark dot.

If either P, or P, is zero, the impulse noise is called

unipolar
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2. IR: Noise Distributions (1)

r(z) p(z) p(z)
1 2
— ————— 0.607 |— L
V2o | i v b K
: Gaussian Gamma
A A g
/D | _
V2ma | K= a(b — 1)°-1 —(b-1)
| (- 1)!
|
|
I—-g 71 i+a ."Ib_ < (b—1)/a Z
12
p(z) p(z) p(z)
“ 1 Ppb———————————
Exponential b-a Uniform Impulse
Pyl
z a b Z
abc
de f
FIGURE 5.2 Some important probability density functions.
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2. IR: Noise Distributions (2)

Examples of noise:

Original Image
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2. IR: Noise Distributions (3)

Gaussian Rayleigh Gamma
abc
de f
FIGURE 5.4 Tmages and histograms resulting from adding Gaussian, Rayleigh, and gamma noise to the image
in Fig. 5.3
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2. IR: Noise Distributions (4)

Exponential Uniform Salt & Pepper

ghi

i k1

FIGURE 5.4 (Continued) Images and histograms resulting from adding exponential, uniform, and salt and
pepper noise to the image in Fig. 5.3.
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2. IR: Periodic Noise (1)

= Periodic noise in an image arises typically from electrical
or electromechanical interference during image
acquisition.

= Itis atype of spatially dependent noise.

= Periodic noise can be reduced significantly via frequency
domain filtering.
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2. IR: Periodic Noise (2)

Example:

a
b

FIGURE 5.5

(a) Image
corrupted by
sinusoidal noise.
(b) Spectrum
(each pair of
conjugate
impulses
corresponds to
one sine wave).
(Original image
courtesy of

NASA.)
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2. IR: Estimation of Noise Parameters (1)

The shape of the histogram identifies the closest PDF match.

abc

FIGURE 5.6 Histograms computed using small strips (shown as inserts) from (a) the Gaussian, (b) the
Rayleigh, and (c) the uniform noisy images in Fig. 5.4.
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2. IR: Estimation of Noise Parameters (2)

Consider a subimage denoted by S, and let p,(z.), 1=0, 1, ..., L-1,
denote the probability estimates of the intensities of the pixels in S.
The mean and variance of the pixels in S:

L4
L= Z Zi ps (Zi)
i1=0
L-1 K
and o° :Z(Zi ~2)° P, (z;)
=0
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2. IR: Restoration in the Presence of Noise Only (1)

1 Spatial filtering:
Noise model without degradation

g(x,y)=1(xy)+n(xy)
and
G(u,v)=F(u,v)+ N(u,v)

= Mean filters:
Let S,, represent the set of coordinates In a rectangle

subimage window of size mxn, centered at (X, y).
Arithmetic mean filter

@(x,y)=mi S (st

(s,t)eSyy
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2. IR: Restoration in the Presence of Noise Only (2)

Geometric mean filter

f(x,y)=

(s,t)eS,,

1] aGs.t)

Generally, a geometric mean filter achieves smoothing
comparable to the arithmetic mean filter, but it tends to
lose less image detail in the process.
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2. IR: Restoration in the Presence of Noise Only (3)

Harmonic mean filter

f(xy)=—"
>

(snes,, 9(S,1)

It works well for salt noise, but fails for pepper
noise. It does well also with other types of noise
like Gaussian noise.

‘ Dept. of Telecomm. Eng. DIP2012
c& Faculty of EEE 116 DHT, HCMUT


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

2. IR: Restoration in the Presence of Noise Only (4)

Contraharmonic mean filter

> g(st)

_(s)eSyy
@ (X’ y) o Z g(S,t)Q

(s.t)eS,,

Q i1s the order of the filter.

It is well suited for reducing the effects of salt-and-

pepper noise. Q > 0 for pepper noise and Q < 0O for salt
noise.
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2. IR: Restoration in the Presence of Noise Only (5)

Examples:

ab
cd

FIGURE 5.7

(a) X-ray image.
(b) Image
corrupted by
additive Gaussian
noise. (¢) Result
of filtering with
an arithmetic
mean filter of size
3 x 3.(d) Result
of filtering with a
geometric mean
filter of the same
size.

(Original image
courtesy of Mr.

Joseph E. -. e ity
Pascente, Lixi, ‘ f
I]'_[C_) - -.‘Iil'blnﬁ | . . s W e e
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2. IR: Restoration in the Presence of Noise Only (6)

ab
alid

FIGURE 5.8

(a) Image
corrupted by
pepper noise with
a probability of
0.1. (b) Image
corrupted by salt
noise with the
same probability.
(c) Result of
filtering (a) with a
3 X 3 contra-
harmonic filter of
order 1.5.

(d) Result of
filtering (b) with
O = -15.
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2. IR: Restoration in the Presence of Noise Only (7)

ab

FIGURE 5.9
Results of select-
ing the wrong sign
in contraharmonic
filtering.

(a) Result of
filtering

Fig. 5.8(a) with a
contraharmonic
filter of size 3 X 3
and Q = —1.5.
(b) Result of
filtering 5.8(b)
with Q = 1.5.

oW, BRRE:
5 HOE £ Bl 12415
A ;i =0 UL TR e
-, ., o LA ey
a2 Seachene) © atete _ﬁ:_.;_e’;f:si%*:{
oL o : :
% 7 ’:@gg )
o NNl R R T
M X I O ,
£ |
/ %
% ~
. 3
A
- *k.{? L2 ';#: 1
?f(ih’q T AR
Rtk Wb

120 DHT, HCMUT

Dept. of Telecomm. Eng. DIP2012
Qn!(’ Faculty of EEE

CuuDuongThanCong.com https://fb.com/tailieudientucntt


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

2. IR: Restoration in the Presence of Noise Only (8)

= Order-statistic filters:
Median filter

£(x,y) = median{g(s,t)}

(s,t)eSyy

Max filter
£(x,y) = max {9(s,1)}

(s,t)eSy,

Min filter
f(x,y)= min {g(s,1)}

(s,t)eS,,

Midpoint filter

£ (X, y):i[ max {g(s,t)}+ min {g(s,t)}}

2| (st)es, (5.4)€Sy
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2. IR: Restoration in the Presence of Noise Only (9)

Alpha -trimmed mean filter

fxy)=—— 3 {g,(s.1)}

mn—d (s.)S,,

We delete the d /2 lowest and the d / 2 highest
Intensity values of g(s,t) in the neighborhood S, .

Let g, (s,t) represent the remaining mn-d pixels.
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2. IR: Restoration in the Presence of Noise Only (10)

ab
cd

FIGURE 5.10

(a) Image
corrupted by salt-
and-pepper noise
with probabilities
P, =P =0.1.
(b) Result of one
pass with a
median filter of
size 3 X 3.

(c) Result of
processing (b)
with this filter.
(d) Result of
processing (c)
with the same
filter.
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2. IR: Restoration in the Presence of Noise Only (11)

ab

FIGURE 5.11

(a) Result of
filtering

Fig. 5.8(a) with a
max filter of size
3 X 3.(b) Result
of filtering 5.8(b)
with a min filter
of the same size.

. riviviy
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2. IR: Restoration in the Presence of Noise Only (12)

ab
cd
e f

FIGURE 5.12

(a) Image
corrupted

by additive
uniform noise.
(b) Image
additionally
corrupted by
additive salt-and-
pepper noise.
Image (b) filtered
witha3 X 5;

(c) arithmetic
mean filter;

(d) geometric
mean filter;

(e) median filter;
and (f) alpha-
trimmed mean
filter with d = 5.
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2. IR: Restoration in the Presence of Noise Only (13)

= Adaptive filters, local noise reduction filters:

The behavior changes based on statistical characteristics
of the image inside the filter region defined by the m x n
rectangular window.

The performance is superior to that of the filters
discussed.

‘ Dept. of Telecomm. Eng. DIP2012
c& Faculty of EEE 126 DHT, HCMUT


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

2. IR: Restoration in the Presence of Noise Only (14)

S,,- local region
The response of the filter at the center point (x,y) of S,

IS based on four quantities:
(a) g(x,y), the value of the noisy image at (X, y);

(b) G,f, the variance of the noise corrupting f (X, y)
to form g(x, y);
(c) m,, the local mean of the pixelsin S, ;

(d) of, the local variance of the pixelsin S,,.

‘ Dept. of Telecomm. Eng. DIP2012
c& Faculty of EEE 127 DHT, HCMUT


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

2. IR: Restoration in the Presence of Noise Only (15)

The behavior of the filter:

(a) iIf aj IS zero, the filter should return simply the value

of g(Xx, V).

(b) if the local variance is high relative to oj,the filter
should return a value close to g(x, y);

(c) if the two variances are equal, the filter returns the
arithmetic mean value of the pixels in S, .

An adaptive expression for obtaining f (x, y)

based on the assumptions:
2

1(xy)=g(x, y)—%[g(x, y)—m,]

L
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2. IR: Restoration in the Presence of Noise Only (16)

ab
clid

FIGURE 5.13

(a) Image
corrupted by
additive Gaussian
noise of zero
mean and
variance 1000.

(b) Result of
arithmetic mean
filtering.

(c) Result of
geometric mean
filtering.

(d) Result of
adaptive noise
reduction
filtering. All filters
were of size

7 x17.
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2. IR: Restoration in the Presence of Noise Only (17)

Adaptive median filters:

The notation:
Z.in = MInimum intensity value in S,
Zax = Maximum intensity value in S
Z..« = Median intensity value in S,
= Intensity value at coordinates (X, y)

Z,,
Spax = Maximum allowed size of S|
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2. IR: Restoration in the Presence of Noise Only (18)

The adaptive median-filtering works in two stages:
Stage A:

AL=7 0= Znins  A2=Zpgg = iy,

If A1>0 and A2<0, go to stage B

Else increase the window size

If window size < S,__ , repeat stage A; Else output z_,
Stage B:

Bl=z, -z

If B1>0 and B2<0, outputz, ; Else outputz_,

Xy !

max ?

min B2 = ny ~ Liax
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2. IR: Restoration in the Presence of Noise Only (19)

FIGURE 5.14 (a) Image corrupted by salt-and-pepper noise with probabilities P, = P, = 0.25. (b) Result of
filtering with a 7 X 7 median filter. (c) Result of adaptive median filtering with §_,., = 7.
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2. IR: Restoration in the Presence of Noise Only (20)

[ Periodic noise reduction by frequency domain filtering:

The basic idea: Periodic noise appears as concentrated
bursts of energy in the Fourier transform, at locations
corresponding to the frequencies of the periodic
Interference.

Approach: A selective filter is used to isolate the noise.
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2. IR: Restoration in the Presence of Noise Only (21)

Bandreject filter:

FIGURE 5.15 From left to right, perspective plots of ideal, Butterworth (of order 1), and Gaussian bandreject
filters.
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2. IR: Restoration in the Presence of Noise Only (22)

ab
cd

FIGURE 5.16

(a) Image
corrupted by
sinusoidal noise.

(b) Spectrum of (a).
(c) Butterworth
bandreject filter
(white represents
1). (d) Result of
filtering.

(Original image
courtesy of
NASA.)
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2. IR: Restoration in the Presence of Noise Only (23)

Notch filters:

a
b ¢

FIGURE 5.18
Perspective plots
of (a) ideal,

(b) Butterworth
(of order 2), and
(c) Gaussian
notch (reject)
filters.
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2. IR: Restoration in the Presence of Noise Only (24)

ab

E
€d
FIGURE 5.19
(a) Satellite image of
Florida and the Gulf of
Mexico showing
horizontal scan lines.
(b) Spectrum. (¢) Notch
pass filter superimposed
on (b). (d) Spatial noise
pattern. (¢) Result of
notch reject filtering.
(Original image courtesy
of NOAA.)

% Dept. of Telecomm. Eng.

Faculty of EEE

CuuDuongThanCong.com

137

https://fb.com/tailieudientucntt

DIP2012
DHT, HCMUT


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

2. IR: Restoration in the Presence of Noise Only (25)

= Optimum notch filtering:
It minimizes local variances of the restored estimated

£(x,y)

Procedure for restoration tasks in multiple periodic
Interference:

— Isolate the principal contributions of the interference
pattern.

— Subtract a variable, weighted portion of the pattern
from the corrupted image.
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2. IR: Restoration in the Presence of Noise Only (26)

— Step 1: Extract the principal frequency components of
the interference pattern

Place a notch pass filter at the location of each spike.
N(u,v)=H,,(u,v)G(u,v)
(%, Y) =3 {Hy (U,V)G(U,V)}
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2. IR: Restoration in the Presence of Noise Only (27)

— Step 2:
Filtering procedure usually yields only an approximation

of the true pattern. The effect of components not present
In the estimate of 7(X, y) can be minimized instead by
subtracting from g(x, y) a weighted portion of (X, y)

to obtain an estimate of f (x, y):

(%, y) = g(x y)—w(x y)7(x, y)

One approach is to select w(x, y) so that the variance

of the estimate 'f (X, y) Is minimized over a specified
neighborhood of every point (X, y).
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2. IR: Restoration in the Presence of Noise Only (28)

The local variance of @(x y):

o’(X,y) = (2a+1)(2b+1) SZ“Z‘B[ f(X+S,y+t)— @(x y)]

[ g(x+s,y+t)—w(X+s,y +t)n(x+s,y+s)]
ZZ —
(2a+1><2b+1>s =5 = [ 906y =W V)m(x, ) |

1 a b ([g(x+s,y+t)—w(x,y)n(x+s,y+s)]\
= Z Z< — &
(2a+D(0+1) S5 |~ [ g(x y) ~w(x Y)n(x.Y) |
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2. IR: Restoration in the Presence of Noise Only (29)

0o (%.Y) _,

OW(X,Y)

for w(x, y), the result is

g (x,Y)7(% ¥) = g(x, Y)n(x. )
(6 Y) -1 (%, Y)

To minimize o*(x, V) ,

W(X,y) =
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2. IR: Restoration in the Presence of Noise Only (30)

Example of optimum notch filtering:

ab

FIGURE 5.20

(a) Image of the
Martian terrain
taken by Mariner 6.
(b) Fourier
spectrum showing
periodic
interference.

(Courtesy of
NASA.)
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2. IR: Restoration in the Presence of Noise Only (31)

FIGURE 5.23
Processed image.

(Courtesy of
NASA.))
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2. IR: Estimating Degradation Function (1)

L Linear, position-invariant deqgradations

FIGURE 5.1
A model of the Degradation g(x.y) Restorati )
image flx,yy=> function estoration flx,y)
£ ‘ filter(s)
degradation/ H o
restoration Noi
- oise
rocess.
b n(x,y)

RESTORATION

DEGRADATION

g(x, y)=H[f(x,y)]+n(x,y)
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2. IR: Estimating Degradation Function (2)

H is linear

H [af, (x, y)+bf,(x,y)|=aH [ f.(x,y)|+bH [ f,(x, y)]
f, and f, are any two Input Images.

An operator having the input-output relationship
g(x,y)=H|[f(x,y)] is said to be position invariant
If

H[ f(x-a,y-p)|=9(x~-a,y-p)
forany f (x,y) and any o and f.
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2. IR: Estimating Degradation Function (3)

Assume for a moment that 7(x,y) =0
If H Is a linear operator and position invariant,

H [5(X—0{, y_ﬁ)]: h(X—Ol, y_ﬂ)
g(x,y)=H[f(xy)]

- o—oo..o:o ta, p)H [5()(_0" y—ﬂ)]dad,;{ Convolution

. integral in 2-D

=[ [ fla.ph(x-a,y-p)dadp

o —00 o —

—
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2. IR: Estimating Degradation Function (4)

In the presence of additive noise,
If H Is a linear operator and position invariant,

g V)=[ [ flaph(x—a,y-B)dadB+n(xy)
=h(x,y) * f(xy)+n(xy)

G(u,v)=H(u,v)F(u,v)+ N(u,v)
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2. IR: Estimating Degradation Function (5)

O Estimating the degradation function
Three principal ways to estimate the degradation function:
1. Observation
2. EXperimentation
3. Mathematical Modeling
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2. IR: Estimating Degradation Function (6)

= Mathematical modeling:
— Environmental conditions cause degradation. A

model about atmospheric turbulence
H (u,v) = e ¥+
k : aconstant that depends on

the nature of the turbulence.

5/6

— Derive a mathematical model from basic principles.

Example: An image blurred by uniform linear
motion between the image and the sensor during
Image acquisition.
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cd

FIGURE 5.25
[llustration of the
atmospheric

turbulence model.

(a) Negligible
turbulence.
(b) Severe
turbulence,

k = 0.0025.
(c) Mild
turbulence,

k = 0.001.
(d) Low
turbulence,

k = 0.00025.
(Original image
courtesy of
NASA.)

2. IR: Estimating Degradation Function (7)
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2. IR: Estimating Degradation Function (8)

Suppose that an image f (X, y) undergoes planar motion,
X, (t) and y, (t) are the time-varying components of motion
In the x- and y-directions, respectively.

The optical imaging process is perfect. T is the duration
of the exposure. The blurred image g(x, y)

g6 y)=[ T [x=%(0), y—yo O]t
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2. IR: Estimating Degradation Function (9)

906 y)=[ T [x=%(0), y—yo(®]t

® 00

G(u,v) =

o —Q0 o

00

o —0 o

- [ [ [x=%0.y-, (t)]e“'z”(u”vy)dxdy}dt

(' F(u,v)e 200l
Jo ’

o_oo g(x, y)e_jzyz(ux+vy)dxdy

B UOT f :X—Xo(t),y—yo(t)]dt]e‘”“““vy)dxdy

T .
_F (U’V)_“O e—J27f[UXo (t)+vyg (t)]dt
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2. IR: Estimating Degradation Function (10)

T :
H(u,v) = jo g 27w Ol

Suppose that the image undergoes uniform linear motion
In the x-direction only, at a rate given by x,(t) =at/T.

T .
H (u,v) = J'O o~ 1270 (1) 4t
_ J‘T o j2muatlT 4t
0

jrua

T . _
=——sin(zua)e
rua
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2. IR: Estimating Degradation Function (11)

Suppose that the image undergoes uniform linear motion
In the x-direction and y-direction, at a rate given by
X,(t)=at/T and y,(t)=bt/T

T .
H(u,v) = jo g 2o Ol gy

_ J‘OT o i27[UarbItT 4t

= ! sin[z(ua+vb)]e e

\ r(ua+vb)
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2. IR: Estimating Degradation Function (12)

™ ab

FIGURE 5.26

(a) Original image.
(b) Result of
blurring using the
function in Eq.
(5.6-11) with
a=>b =0.1and
T =1.
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2. IR: Inverse Filtering

An estimate of the transform of the original image

F(u,v) = G(u,v)
H (u,v)
F(u,v)= U FELEUV)V; N(u,v)
=F(u,v)+ IIEIIEE’\\g

1. We can't exactly recover the undegraded image because N (u, V)
IS not known.
2. If the degradation function has zero or very small values, then the

ratio N (u,v)/ H (u,Vv) could easily dominate the estimate Ef(u,v).
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2. IR: Wiener Filtering (1)

 Objective

Minimum mean-square-error filter (Wiener filter): Find
an estimate of the uncorrupted image such that the mean
square error between them is minimized.

ezzE{(f—@)Z}
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2. IR: Wiener Filtering (2)

The minimum of the error function is given in the frequency
domain by the expression

Ef(u,v): H (u,v)Sf(zu,v) }G(u,v)
S; (u,v)[H,v)[" +S, (u,Vv)
— ZH*(U’V) }G(u,v)
_|H(u,v)| +Sn(u,v)/8f(u,v)
:_ 1 |H (U, V)| G (U, V)
CH(UV) [HUV) P +S,(uv)/S (uv) |
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2. IR: Wiener Filtering (3)

1 [Huv)[

E(U,V): H(U,V)lH(u,V) |2 -I—SU(U,V)/Sf(u’V)

G(u,v)

H (u, V) : degradation function

H ™ (u,v): complex conjugate of H (u, V)
[HU,V)[F=H"(u,v)H (u,v)

S, (U,v) = N(u,v) |*= power spectrum of the noise

S, (u,v) =| F(u,v) |°’= power spectrum of the undegraded image
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2. IR: Wiener Filtering (4)

Ef(u V) = L [HuW[ G(u,v)
| H(u,v)|H(u,v) [ +K |

K Is a specified constant. Generally, the value of K
IS chosen Interactively to yield the best visual results.
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2. IR: Wiener Filtering (5)

abc

FIGURE 5.28 Comparison of inverse and Wiener filtering. (a) Result of full inverse filtering of Fig. 5.25(b).
(b) Radially limited inverse filter result. (¢) Wiener filter result.
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. IR: Wiener Filtering (6)

Left:
Degraded
Image

Middle:
Inverse
filtering

Right:
Wiener
filtering
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2. IR: Measures (1)

Singal - to - Noise Ratio (SNR)

This ratio gives a measure of the level of information
bearing singal power to the level of noise power.
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2. IR: Measures (2)

Mean Square Error (MSE)

M-1N-1

MSE= - ZZ[f(x y)— £ (x y)]

xOyO

Root - Mean - Square - Error (RMSE)

M-1N-1
> 2 (%)’
RMSE = ==
PIDIRICRIERICIE
u=0 v=0
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2. IR: Constrained Least Squares Filtering (1)

= |In Wiener filter, the power spectra of the undegraded
Image and noise must be known. Although a constant
estimate 1s sometimes useful, it is not always suitable.

» Constrained least squares filtering just requires the
mean and variance of the noise.
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2. IR: Constrained Least Squares Filtering (2)

H (u,v)

F(u,v):{ > >
| H@U,V) " +y | P(u,v)|

P(u,Vv) is the Fourier transform of the function

p(X,y) =

0 -1 0°
1 4 -1
0 -1 0

y IS a parameter.

}G(u,v)
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2. IR: Constrained Least Squares Filtering (3)

abc

FIGURE 5.30 Results of constrained least squares filtering. Compare (a), (b), and (c) with the Wiener filtering
results in Figs. 5.29(c), (f), and (i), respectively.
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2. IR: Geometric Mean Filter

Ef(u,v):{ H*(u,v)z} 2 | H (u,v) |7 G
[HUW)F | [ THUVY) P +B[S,uv)/S (uv)]

a =1. inverse filter
a=0: parametric Wiener filter
a=1/2. geometric mean filter
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2. IR: Image Reconstruction from Projection (1)

[ Reconstruct an image from a series of projections X-ray
computed tomography (CT).

“Computed tomography is a medical imaging method
employing tomography where digital geometry processing
IS used to generate a three-dimensional image of the
Internals of an object from a large series of two-
dimensional X-ray images taken around a single axis of
rotation.”

http://en.wikipedia.org/wiki/Computed tomography
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2. IR: Image Reconstruction from Projection (2)

“ In computed tomography or other imaging techniques
requiring reconstruction from multiple projections, an
algorithm for calculating the contribution of each voxel of
the structure to the measured ray data, to generate an
Image; the oldest and simplest method of image
reconstruction.

http://www.medilexicon.com/medicaldictionary.php?t=9165
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2. IR: Image Reconstruction from Projection (3)

 Image reconstruction: Introduction —_—
Absorption profile cde
— — 7 FIGURE 5.32
- (a) Flat region
—= showing a simple
Beam —= object, an input

parallel beam, and

a detector strip.

(b) Result of back-
projecting the
sensed strip data
(i.e., the 1-D absorp-
tion profile). (c) The
beam and detectors
rotated by 90°.

(d) Back-projection.
(e) The sum of (b)
and (d). The inten-
sity where the back-
projections intersect
is twice the intensity
of the individual
back-projections.

AAAARARRARARRARIAR

\— Ray Detector strip

()

TRRRTAAAAAKRRRARART
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2. IR: Image Reconstruction from Projection (4)

abc
def

FIGURE 5.33

(a) Same as Fig.
5.32(a).

(b)—(e)
Reconstruction
using 1,2,3,and 4
backprojections 45°
apart.

(f) Reconstruction
with 32 backprojec-
tions 5.625° apart
(note the blurring).
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2. IR: Image Reconstruction from Projection (5)

abec
de f

FIGURE 5.34 (a) A region with two objects. (b)-(d) Reconstruction using 1, 2, and 4

backprojections 45° apart. (e) Reconstruction with 32 backprojections 5.625° apart.
(f) Reconstruction with 64 backprojections 2.8125° apart.
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2. IR: Image Reconstruction from Projection (6)

ab
2l ld

FIGURE 5.35 Four
generations of CT
scanners. The
dotted arrow
lines indicate
incremental
linear motion.
The dotted arrow
arcs indicate
incremental
rotation. The
cross-mark on
the subject’s head
indicates linear
motion
perpendicular to
the plane of the
paper. The
double arrows in
(a) and (b)
indicate that the
source/detector
unit is translated
and then brought
back into its
original position.

) >

Subject

u}

Detector

1
OoOooon LI)I\_'LI OOoooo

g
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2. IR: Image Reconstruction from Projection (7)

[ Projections and the Radon transform

xcost + ysinfl = p

FIGURE 5.36 Normal representation of a straight line.
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2. IR: Image Reconstruction from Projection (8)

FIGURE 5.37 y
Geometry of a ' : :
parallel-ray beam. Y A point g( pj, 6k) in
. Q the projection
Complete projection, g(p. #;). —
for a fixed angle — ,
/ '
j ) . -
L ( p_,r: ﬂfc)
"\
e P

9(p;,6,) = f;j: f(x,y)o(xcosg, +ysing, — p;)dxdy
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2. IR: Image Reconstruction from Projection (9)

Radon transform gives the projection (line integral) of
f(x,y) along an arbitrary line in the xy-plane

R{T}=9(p.0)=| [ f(xy)d(xcosd+ysino- p)ixdy

M -1
R{f}=0(p,0)= f(x, y)S(Xxcosé + ysinf — p)

x=0vy

Z
|_\

Il
o
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2. IR: Image Reconstruction from Projection (10)

Example: Using the Radon transform to obtain the
projection of a circular region.

Assume that the circle is centered on the origin of the xy-
plane. Because the object is circularly symmetric, its
projections are the same for all angles, so we just check the
projection for 9 =0°

A X°+y°<r?
0 otherwise

f(X,Y)={
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2. IR: Image Reconstruction from Projection (11)

g(p,0) = f; f:o f(x,y)o(xcos@+ ysind— p)dxdy

=] [, fxy)6(x— p)xdy

= [ f(p.y)dy

—) ey f(p,y)dy

=) Y

2AF - p* plst
0 otherwise

\
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2. IR: Image Reconstruction from Projection (12)

a(p) = 2T

0

y
ol <T "
otherwise
g(p)
0 ¥ i

FIGURE 5.38 A disk
and a plot of its
Radon transform,
derived analytically.
Here we were able to
plot the transform
because it depends
only on one variable.
When g depends on
both p and 6, the
Radon transform
becomes an image
whose axes are p and
6, and the intensity
of a pixel is
proportional to the
value of g at the
location of that pixel.
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2. IR: Image Reconstruction from Projection (13)

Sinogram: The result of Radon transform

180
135
6 90
45
0 P
180
135
6 90 :
45 -
) J

FIGURE 5.39 Two images and their sinograms (Radon transforms). Each row of a sinogram
is a projection along the corresponding angle on the vertical axis. Image (c) is called the
Shepp-Logan phantom. In its original form, the contrast of the phantom is quite low. It is
shown enhanced here to facilitate viewing,.

ab
cd
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2. IR: Image Reconstruction from Projection (14)

f,(X,y)=g(xcosd+ysinb,Hb)

fOoy)=[) T, 0 y)do

F(x )= T,(xY)

A back-projected image formed is referred to as a laminogram.
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2. IR: Image Reconstruction from Projection (15)

Example: Laminogram

ab

FIGURE 5.40
Backprojections

of the sinograms
in Fig. 5.39.
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2. IR: Image Reconstruction from Projection (16)

L The Fourier-slice theorem

For a given value of &, the 1-D Fourier transform
of a projection with respect to p Is

Gw.0)=]  g(p.0)e > dp

G(w,0) = °_ _Oo J'_OO f (X, y)o(xcos@+ ysind— p)e 2™ d pdxdy
(" f(x y)[ [ 5(xcoso+ysing- p)e >d p}dxdy
_ ._oo -_oo f(X, y)e_jzﬂa)(xcose+ysin0)dxdy
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2. IR: Image Reconstruction from Projection (17)

G(@.0)=|  9(p.0)e "™ dp

G(((), 6) J‘j; jj:o .I: (X, y)e—j27w)(xc039+ysin6?)dxdy

— _j_i j_i f (X, y)e“'z”“‘x*W)dxdy}

=[F(u,v)]

= F(wcosd,wsin H)

U=wcosd v=wsin g

U=wcosd v=wsin g

Fourier -slice theorem: The Fourier transform of a projection is a
slice of the 2-D Fourier transform of the region from which the
projection was obtained.
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2. IR: Image Reconstruction from Projection (18)

F

2-D Fourier
transform

Projection ~ F(u,v)

A
> X \ - U
1-D Fouri

er
transform FIGURE 5.41
IMustration of the
Fourier-slice theo-
rem. The 1-D
Fourier transform
of a projection is
a slice of the 2-D
Fourier transform
of the region from
which the projec-
tion was obtained.
Note the corre-
spondence of the
angle 6.

Dept. of Telecomm. Eng. DIP2012
%!" Faculty of EEE 187 DHT, HCMUT

CuuDuongThanCong.com https://fb.com/tailieudientucntt


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

2. IR: Image

Reconstruction from Projection (19)

1 Reconstruction using parallel-beam filtered back-

projections

fy)=[

f F (u,v)e! ™ dudy

Let u=wcosd,v=wsing, then dudv = wdwd,

(oY) =],

o 2T

.272' o

F (wcos 8, wsin §)e!?7 0y id od 6

J0

.O [

60, )0 i

G(w,0+180°) =G(-w, )

f (X, y) _ joz J-_oo | o | G(a), e)ejzym)(xcoseersinH)da)de
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2. IR: Image Reconstruction from Projection (20)

. T
0

1: (X, y) _ I_oo | W | G(((), e)ej2ﬂw(xcose+ysin9)da)d9

_ OU“’ || G(w, e)eizﬂwpdw} deo

P=XC0SH+Yysind

Approach: Window the ramp filter (|m|) so it becomes zero
outside of a defined frequency interval. That is, a window band-
limits the ramp filter.
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2. IR: Image Reconstruction from Projection (21)

= Hamming / Hann Windows:

-

27TW
h(w) = c+(c—1)cos 1

0 otherwise

O0<w<(M -1

¢ =0.54, the function is called the Hamming window

¢ = 0.5, the function is called the Han window
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2. IR: Image Reconstruction from Projection (22)

|

Frequency
domain

[’Spatial

domain

A
.

Frequency
domain

Frequency
domain

Spatial
domain

ab
cde

FIGURE 5.42

(a) Frequency
domain plot of the
filter |w| after band-
limiting it with a

box filter. (b) Spatial
domain
representation.

(c) Hamming
windowing function.
(d) Windowed ramp
filter, formed as the
product of (a) and
(c). (e) Spatial
representation of the
product (note the
decrease in ringing).
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2. IR: Image Reconstruction from Projection (23)

= Filtered back-projection

The complete, filtered back-projection (to obtain the
reconstructed image f(x,y)) iIs described as follows:

1. Compute the 1-D Fourier transform of each
projection.

2. Multiply each Fourier transform by the filter
function |w| which has been multiplied by a
suitable (e.g., Hamming) window.

3. Obtain the inverse 1-D Fourier transform of
each resulting filtered transform.

4. Integrate (sum) all the 1-D inverse transforms
from step 3.
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2. IR: Image Reconstruction from Projection (24)

ab
cd

FIGURE 5.43

Filtered back-
projections of the
rectangle using (a) a
ramp filter, and (b) a
Hamming-windowed
ramp filter. The
second row shows
zoomed details of the
images in the first
row. Compare with
Fig.5.40(a).

11
i1
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2. IR: Image Reconstruction from Projection (25)

ab

FIGURE 5.44

Filtered
backprojections of
the head phantom
using (a) a ramp
filter, and (b) a
Hamming-windowed
ramp filter. Compare
with Fig. 5.40(b).
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2. IR: Image Reconstruction from Projection (26)

= |Implementation of filtered back-projection in spatial
domain

Fourier transform of the product of two frequency
domain functions is equal to the convolution of the

spatial representation.

Let s(p) denote the inverse Fourier transform of ||

fooy) =[] [ lol6e. e)ejzﬂwpdw} do
JO [ V- p=XC0sO+ysing
R J0 S(,O) * g(p’ 9)]p:xcose+ysin9de
— '0” f g(p,0)s(xcosé + ysin@—p)dp}de
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2. IR: Image Reconstruction from Projection (27)

J

Reconstruction using fan-beam filtered back-

projections (for modern CT systems)

] /
Source

b

O=a+ [
p=Dsina

L(p,0)

Center ray

FIGURE 5.45
Basic fan-beam
geometry. The line
passing through
the center of the
source and the
origin (assumed
here to be the
center of rotation
of the source) is
called the center
ray.
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2. IR: Image Reconstruction from Projection (28)

Objects are encompassed within a circular area of radius T about
the origin of the plane, or g(p,6) =0 for |p| > T

f(x,y)= _[0” j: g(p,0)s(xcosd + ysin ﬁ—p)dp}de

:% 'ZﬂjTT g(p,0)s(xcosd + ysind— p)d pdd

.O -
X=rcose;,y=rsing

XC0S@+ ysin@ =rcosepcosf+rsingsing
=rcos(p—0)
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2. IR: Image Reconstruction from Projection (29)

X=rcosg;y=rsing
XCOS@+ ysin@ =rcosepcosf+rsingsing
=rcos(p—0)

touy) =[] 9o 0)s[rcos(p-0) - pld pdo

O=a+ [ p=Dsina
dpdd =Dcosadadf

fox) =5[] 9(p.0)s[rcos(p-0) - pld pdo

—sin*(-T/D)

:%f”—“fm e g(Dsina,a+ B)s|rcos(a+ B —¢)—Dsina]|
Dcosadad
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2. IR: Image Reconstruction from Projection (30)

f(r,p)= %J'OZE j_aa p(a, B)s| Rsin(a'-a)|Dcosadad 3

s(Rsina) = ( Rs?n aj S(a)

£(r.0) :j()z”%“a;mq(a,ﬂ)h(a'—a)da}dﬂ

(@) =1[.i) s(@),q(t, ) = plet, f)Dcos
2\ SInx

Dept. of Telecomm. Eng. DIP2012
%’ Faculty of EEE 199 DHT, HCMUT


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

2. IR: Image Reconstruction from Projection (31)

ab
cd

FIGURE 5.48
Reconstruction of
the rectangle
image from
filtered fan
backprojections.
(a) 1° increments
of @ and (.

(b) 0.5°
increments.

(c) 0.25°
increments.

(d) 0.125°
increments.
Compare (d) with
Fig. 5.43(b).
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2. IR: Image Reconstruction from Projection (32)

ab
cd
FIGURE 5.49
Reconstruction of
the head phantom
image from

\ / filtered fan

- backprojections.

(a) 1° increments
of @ and S3.
(b) 0.5°
increments.
(c) 0.25°
increments.
(d) 0.125°
increments.
Compare (d) with
Fig. 5.44(b).
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