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CHUONG 1. CO SO CONG NGHE MACH TiCH HQP
§1.1 Cac mach tich hgp

Cac mach tich hop (IC) 1a cac mach dién ti dudc ché tao béi viée tao ra mot cach dong thdi cac
phan i riéng 1& nhu transistor, diodes ... trén cung mot chip ban din nhé (dién hinh 1a Si), cac phan ti
dudc néi véi nhau nhd cac vat liéu kim loai duge phu trén bé mit cia chip. Céc vat liéu kim loai dong
vai trd nhu cdc " wireless wires". Y tudng nay 1an dau tién dugc dua ra bdi Dummer nim 1952. Céc
mach tich hop dau tién dugc phat minh béi Kilby, 1958.

Cac mach tich hop vé co ban dudc chia thanh 2 loai chinh: analog (hay linear) va digital (hay
logic). Cac mach tich hop tuong tu hodc khuéch dai hodc dap ting cac dién ap bién d6i. Tiéu bifu la cac
mach khuéch dai, timers, dao dong va cac mach diéu khién dién ap (voltage regulators). Cac mach sé tao
ra hodic dap ung cdc tin hiéu chi ¢ hai mic dién 4p. Tiéu biu la cac bd vi xui ly, cac bd nhd, va céac
microcomputer. Cac mach tich hop cling ¢6 thé dudc phén loai theo cong nghé ché tao: monolithic hosic
hybrid. Trong khon khé gido trinh nay chung ta chi ngién ctiu loai thi nhat.

Quy md cta sy tich hgp cia cac mach tich hop trén so sé Silicon da ting 1én rat nhanh chong tu
thé hé dau tién dudc ché tao bsi Texas Instruments nim 1960 vdi tén goi SSI (Small Scale Integration)
dén thé hé méi ULSI. Hién nay cong nghé CMOS vdi minimum device dimension ( khodng cach gate to
gate) dat tdi ¢d vai chuc nm (0.65, 0.45).

Khuynh hudng chu dao trong viéc giam nho kich thudc linh kién trong cong nghé mach tich hop
1a gidm chi phi cho cuing mot chijc ning, giam tiéu thy cong suit va nang cao tdc do cua linh kién. Mot
khuynh hudng khéc 1a van tiép tuc st dung cdc dia ban din 16n dé gidm chi phi trén chip. Vi ca hai
khuynh hudng trén, cong nghé xii ly vi dién ti luon phai dugc cai tién.

Céc cong nghé IC chi yéu hién nay 1a cong nghé MOS va cong nghé BIT cho silicon va MES

cho gallium arsenide.
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2 FUNDAMENTALS OF MICROELECTRONICS PROCESSING

FIGURE 1-1 ] .
A silicon wafer comtzining 9 chips and 7 fest structures (Sze. 1983). (Courtesy A, Kornblit and

T. Giniecki, AT&T Bell Laboratories)

Hinh 1-1 (256 K DRAM, 1983, AT&T Bell Laboratories)

¥ Source

FIGURE 1-2
Planar and sectional view of & MOS structure (Hodges and Jackson, 1983).
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§1.2 B4n dan va céc hat tai

Si don tinh thé 1a vat liéu co sé cho cong nghé IC. Hinh 1-2a mé t4 mot planar view cta tinh thé
Si vdi cac dién tii clia 16p ngoai ciing (16p vd) trong cac lién két cong hda tri (covalent bond) gitfa cac
nguyén tii 1an can. Mot chét ban din c6 thé duge dinh nghia nhu 1a mot vat liéu c6 d6 din dién cd thé
diéu khién dudc, trong khoang trung gian gitia dién méi va kim loai. Kha ning thay d6i do din cla Si
trong khodng nhiéu bac c6 thé dugc thuc hién béi viéc dua vao mang tinh thé Si cdc nguyén i tap chét
hoéa tri 3 nhu Boron ho#ic hda tri 5 nhu Phosphorus, ching dudc goi la cdc dopant hoic 1a cac tap chat
mong muén. Qud trinh nay goi 1a qua trinh pha tap hay doping. C4c ban dan sach dudc goi 1a ban dan
thuan hay intrinsic, cac ban dan pha tap goi 1a extrinsic. Néu pha tap nhém 5 (ching han P) vao Si thi
ngoai 4 dién tii lién két cong hda tri véi 4 dién tii 16p vé clia cac nguyén i Si 1an cn, dién tii thi 5 cia
nguyén ti tap c6 lién két 16ng 1éo vdi hat nhan va ¢ thé chuyén dong tuong déi d& dang trong mang tinh
thé Si. Dang ban din nay dudc gi 1a ban dan loai-n, va tap nhém 5 dudc goi la tap donor. Néu pha tap
nhém 3 (chdng han B) vao Si thi 3 dién tii I6p v clia nguyén ti tap lién két cong héa tri vdi cac dién ti
16p vé ctia cac nguyén i Si 1an can do d6 c6 thé coi 16p vé clia nguyén tif tap c¢6 7 dién td, va bi tréng
mot dién td. Vi tri lién két khuyét nay dudc goi 1a mot 15 trong (hole). Mot dién ti ti nguyén ti Si gan
d6 c6 thé "roi" vao chd tréng nay va 18 tréng dugce xem nhu chuyén doi dén vi tri méi. Ban dan loai nay
dudgc goi 1a ban dan loai -p, va tap nhom 3 dudgc goi 1a tap acceptor. Cac dién i va 16 trong khi dich
chuyén sé mang theo ching céc dién tich Am va duong nén dudc goi la cac hat tai. Cac chét ban din ¢
thé § dang nguyén t6 (nhu Si, Ge) hodic hop phin. S6 dién i trung binh trén mot nguyén tif thudng bing
4, ngoai tru trudng hop cdc ban dan AV-BV.

Mot ban din thuan thuong 13 dién méi trii khi né dugc kich thich nhiét hodc quang. Néu kich
thich di manh né ¢d thé trd thanh dan dién. Cc muic ning ligng kha di clia dién i 1a roi rac va su kich
thich s& 1am cho cac dién tif ¢6 thé nhay 1én mic ning lugng cao hon. Vi chét ban din ¢4 thé 1a dién moi
hay din dién tuy thudc vao muic do kich thich, nén c6 thé coi né biéu hién nhu mot chat dan dién néu
ning lugng kich thich vudt qua mot muic ngudng nhét dinh, goi 13 energy barrier, ky hiéu E, (con dudc
goi 1a khe ning ludng - energy gap). Khe ning lugng thay doi tii 0.18 eV cho InSb téi 3.6 eV cho ZnS.
Céc vat din nhu kim loai khong ¢ khe ning lugng nén cé thé dan dién khi ¢é hoic khong c¢6 kich thich.
Cdc chét cach dién c6 khe ning lugng 16n dén mic khong dan dién ngay ca khi kich thich manh. Khi
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khong c6 kich thich tit ca cac dién tif clia ban dan chiém cdc miic ning lugng thip trong cac trang thai
héa tri. Mic du cac muic ning lugng 1a gian doan nhung vi ¢§ rat nhiéu muic nén c6 thé xem tap hop cac
trang thai cong hda tri nhu mot dai hay ving hda tri (valence band). Miic ning lugng cao nhét clia ving
héa tri ky hiéu 1a E,. Phia trén khe ning lugng ( con goi 1a viing cdm) la dai ning lugng cta cdc trang
thai dan, goi 1a ving din. Muc ning lugng thip nhét cia ving dan ky hiéu 1a E.. Hinh 1-2a mé ta cdu
hinh c4c muic ning lugng cla mot ban dan thuan 6 0°K. Khi ban din thuan dudc pha tap donor, cac dién
tti donor sé chiém cdc muic ning lugng gan dudi ving dan, véi muic ning lugng thap nhat trong cc mic
nay dudc goi 1a mic donor, ky hiéu 13 E, (hinh 1-2b). Khi ban din thuan dugc pha tap acceptor, cac 16
trong sé chiém cac muc ning lugng gan trén dinh ving hda tri, véi mic ning lugng cao nhat trong cac
muc ndy dudc goi 1a miic acceptor, ky hiéu 1a E, (hinh 1-2¢). Khi ban din thuan chiju kich thich nhiét,
mot sé dién tif trong vung héa tri bi kich thich ¢ thé vugt qua ving cAm dé 1én ving din dong théi tao
ra mot so 15 tréng tuong ung & ving hoa tri, va cac cip dién tii 16 trong (EHP - electron hole pair) dudc
tao ra. Vi cac muc donor trong ban din loai -n rit gin véi ving din nén cac kich thich nhe cling di dé
lam cho cac dién tf donor nhdy 1én ving dan, do dé nong do dién tii trong vong dan 1a rt 16n ngay ca &
nhiét d6 thdp ddi vdi viec hinh thanh cac EHP. Vi ban dan loai -p, vi cdc miic acceptor rat gan trén dinh
vung hda tri nén mot kich thich nhe c6 thé 1am cho cac dién tif trong ving héa tri nhiy 1én chiém céc
muic acceptor va dé lai cdc 15 trong trong ving hda tri. Do d6 cdc ban din loai -p c6 thé ¢6 ndng do 15
trong 16n ngay ca & nhiét do thap.

Khi mot ban din dudc pha tap loai-n hoic loai -p, mot trong hai loai hat tai s& chiém uu thé vé
ndng do va dudc goi 13 hat tai co ban (hay majority carrier), loai hat tai con lai dudc goi 1a hat tai khong

co ban (hay minority carrier).
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§1.3 C4c quan hé co ban va do dan dién

Vi chuyén dong cia cac hat tai tao ra su din dién, nén ndng do hat tai 1a dai lugng duge quan tim
hang dau trong cong nghé IC. Vi ban din thuan, nong do dién tii trong ving din n bing ndng do 16
trong trong vung hda tri p:

n=p=n (1.1)
trong do n, goi 13 ndng do hat tai ndi ctia ban dan thuan & trang thai can bang (hay trang thai tinh).

Gia thiét cac tap chat phan bd ddng nhét. DE thda man diéu kién trung hoa dién tich (trung hoa
tinh dién) trong ban dan thun, cdc dién tich ducng phai bing cac dién tich am. Vi silicon, cdc tap chat
hogc thiéu hut hodc du thiia mot dién t so vdi Si. Vi vay:

P+Np=n+N, (12)
trong d6, N, 1a ndng do cac nguyén ti donor va N, 1a ndng do cac nguyén tii acceptor Phuong trinh
(1.2) con goi 1a diéu kién trung hoa dién tich khong gian, trong dé da gia thiét ring tit ca cdc dién ti
donor va céc 16 trong acceptor déu dudc kich thich hoan toan sao cho cdc miic donor va acceptor déu
hoan toan bi chiém béi cac dién td. O nhiét do phong, gi thiét nay néi chung cd thé chép nhan dugc tr
khi pha tap qua manh (ndng do nguyén tif tap chét > 10'® cm®). Néi cach khac, N, ¢ thé dudc thay thé
b&i Ny" va N, béi N,
O trang thai can bing nhiét:
pn =n; (1.3)
Quan hé nay dung cho cdc loai ban dan bét ky § can bing nhiét.

V6i mot ban din loai -n, ndng do dién tii n, cd thé nhan dudc khi thay (1.3) vao (1.2):

n

1
n :% ND—NA+[(ND—NA)2+4ni2F 14

Tuong tu cho ban dan loai -p:

P, == NA—ND+[(NA—ND)2+4ni22 (1.5)
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Noéng dé hat tii ndi clia Sila 4.5 x 10" cm™ § 27° C, cla GaAs 1a 9 x 10°. D6 16n clia ndng do tap chat
tong cong | Np, - N,| néi chung 16n hon rét nhiéu so véi n,. Vi viy ndng do hat tai cé ban c6 thé dugc tinh
xap xi t (1.4) va (1.5):

n, ~Np - N, (1.6)

P, Na-Np (1.7)

Nong do hat tai khong co ban (thiéu sé) c6 thé duge tinh x4p xi tui (1.6), (1.7) va (1.3):

p, ® ——— (1.8)

"7 N, - N, (19)

trong d6 p, va 1a ndng do 15 tréng trong bén dén n va n, 1a néng d¢ dién ti trong ban dan p.
Xéc suat f(E) dé mot trang thai dién ti véi muic ning lugng E bi chiém bdi mot dién tii duge cho bdi ham

xac suat Fermi-Dirac:

1

f(E)= |+ e E-EF VKT

(1.10)

véi T 1a nhiét do tuyét doi, k 1a hing sé Boltzmann (8.62 x 107 eV/K = 1.38 x 10% J/K) va E; dudc goi
1a muc Fermi. Mtic Fermi chinh 13 thé hda hoc cta dién tii trong chit rin, va ¢ thé xem nhu muc ning
luong ma tai d6 xac suat chiém trang thai clia dién tli ding bing 1/2. D thi ham phan bd xdc suit

Fermi-Dirac cho cdc nhiét do khac nhau duge minh hoa ¢ hinh (1-3):

f(E)

Hinh 1-3 phan b6 xdc suit Fermi-Dirac

7
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Tt ham phén bé xac suit Fermi-Dirac, s6 kha di cac dién tii trong ban din cé muic ning lugng xdc
dinh ¢4 thé dugc tinh tti ham mat do xac suat N(E). Néu s trang thai ning lugng trén mot don vi thé tich
(hay mat do trang thai) & trong khoang ning luong dE 1a N(E)dE, thi sé dién tii trén mot don vi thé tich

(hay mat do dién t) trong ving dan, n, dugc cho bdi:

o0

n = jf(E)N(E)dE (L.11)

E c
V& nguyén tic M(E)cd thé dudc tinh ttf co hoc lugng tii va nguyén 1y loai trii Pauli. Tuy nhién dé tién 16
c6 thé biéu dién cac dién tf phan b trong vung din bdi mdt dé hiéu dung céc trang thdi N, dinh x tai
bd vung dan £,.Khi dé ndng do dién tii trong ving din cé dang don gian:

N=N.(E) (1.12)

Trong do M. dudc cho bdi:

3/2

27cm:kT (1.13)
N, =2 =

2.8x10" (T /300)**cm ~° for Si
4.7x10" (T /300 )" *cm ~* for GaAs

trong d6 m,” 1 khéi lugng hiéu dung cla dién t khi tinh dén anh hudng clia mang tinh thé 1én dic trung
cua dién tif va h 1a hing sé Plank. Néu (E, - E;) 16n hon mét vai 1an kT (thudng & nhiét dé phong kT =

0.026eV nén diéu kién nay théa man), thi phan bd xac suét f(E,) c6 thé dudc tinh gin ding nhu sau:

1 —(E.—E, J/kT
T(E,) = | 1 o Ec-Er /KT ~ 419
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Khi d6 (1.12) tr thanh:

N = Nce—(EC—Ef )ikt -
Tuong ty:
0 = Nve—(Ef—Ev)/kT3/2 w1
2nm KT
N, =2 th
Vi

~ ] 1.04 x10 " (T /300 )*"?cm ~° for Si

T 17 %10 (T /300 )*'2cm  for GaAs (17

m," 1a khéi lugng hiéu dyung cda 16 trong. Cdc phuong trinh (1.15) va (1.16) ¢6 hiéu lyc cho ¢4 bdn dan
thuan va pha tap, chi thay E; bing E, cho trudng hop ban dan thuan.

Néu céc hat thi phan bd déu, mat do dong dién do su dich chuyén clia céc dién tii vdi van tdc

\/_  trung binh theo mdt hudng nao do (chdng han hudng x) 1a:

n

. — (1.18)
J. =qnv,

Néu cac hat tai phan bd khong déu thi con cd thém thanh phan dong khuéch tan:

_ dn
‘]n:qnvn_Dn(q)d—X (1.19)

Trong dé D14 hé sé khuéch tan cia hat tdi. S6 hang thid nhat dugc goi 1a dong tréi (drift), ty 1& véi
cudng do dién trudng £ do van tdc trung binh clia cac hat tai ty 1 vdi cudng do dién trudng £ vdi hé sb

ty 1& u, duoc goi la do linh dong:
__ . o)
V = uE; u [cm aY .S] e

Vi dién tu: V,=—1,E  y6i15 trong: v, =u,E
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D¢ linh dong cla hat tai phu thudc vao ndng do hat tai va vao nhiét d6. NSi chung do linh dong
cta dién ti 16n hon do linh dong ctia 18 tréng. Vi Si, & nhiét do 20°C, p, = 1900 cm?/(V.s) va p, = 425
cm?/(V.s). Quan hé (1.20) dung vdi cuiong do dién trudng khong qué 16n (thudng nhd hon 0.2V/cm). Vi
dién trudng 16n hon, do linh dong ting cham theo cudng do dién trudng va tién tSi gid tri bio hoa. Dong
dién tong cong do ca hai loai hat tai la:

T=l+ T, (1.21)

Tui (1.19) d& thay ring do dan dién:

o =qnu, + pit) (122)

Hé s6 khuéch tan trong (1.19) quan hé véi do linh dong theo hé thiic Einstein

q (1.23)

10
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§1.4 Cac don vi c6 s6 cua mach tich hgp

C4c don vi co s6 cua Si-based Ics 1a MOSFET va BJT, va clla GaAs-based ICs 1a MESFET. Mot
ting dung quan trong ctia céc tiép xuc pn trong ché tao IC 1a dung dé cach ly vé dién cho nhiéu loai phan
tii tich cuc. V6i muc dich do céc tiép xuc pn phai dudc dp dit thé phan cuc ngude hodc bang khong. 0
ché do nay chiéu cao rao thé sé ting khi ting ndng do pha tap.

Céc transistor ¢6 thé duge dung nhu cic phan ti khuéch dai hodc chuyén mach. Trong cAu tric ba
16p clia BJT-transistor, 16p base (16p gitia) rat mong va dudc pha tap it hon so vdi emitter va collector.
Vi vy mot dong base rat nhd s gay ra mot dong emitter-collector 16n hon nhidu. Mot BIT céch ly dién

hinh dung cho cac mach tich hop duge mo ta 6 hinh (1.2).

| ISR

FIGURE 1-12

H \ An npn transistor arrangement and a tvpica

L n bas it of npn bipolar junction IC tran
———— e Istors  (Streetmar 1980 Hodges and

1Ickson. 1983)

Hinh 1.2 M6t don vi npn-BJT co ban dung cho IC.
Vi cd ba cyc déu phdi  trén bé mit cta chip, nén dong collector phai chiy qua mot dusng dan cé
dién tré 16n trong vat lidu pha tap nhe 2. Mot phuong phap chung dé gidm dién trd collector la dung mot
16p pha tap manh (n+) ngay bén dudi collector. Lép n+ nay dudc goi 1a 16p ngdm (buried layer). D& cach

11
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ly don vi BIT nay véi cac don vi khac ngudi ta dung 16p dé p dé tao ra céc chuyén tiép pn cach ly. Céc
BIT loai npn dugc dung nhiéu vi cong nghé ché tao don gian hon so véi pnp-BIT.

Transistor trudng (FET) dua trén cong nghé MOS chiém uu thé trong cong nghé IC, dic biét cho
cac IC logic. MOSFET c6 thé 1a kénh n hoic kénh p tuy thudc vao hat tai cho su din dién 1a n hay p. Vi
dd linh dong cia dién ti cao hon nhiéu so véi 16 trong nén MOSFET kénh n dudc dung nhiéu hon. Mot

lién hop ¢4 tinh luan chuyén ctia NMOS va PMOS dudgc goi 1a CMOS (complimentary MOS), hinh ( ).

M)
Y G |
s s L::J 1
. -i:_ % ; . I_-I
l'. .‘r'] II
n Channel -i

J n Substrate

L = — e e " —— —

Hinh 1.3 C4u hinh CMOS don gian
Do khé khin trong cong nghé ché tao cu tric MOS cho GaAs nén MESFET la céu truc cd sé
cho IC trén cd s6 GaAs. Tuy nhién cac MESFET-IC trén co s GaAs c6 tdc do cao, mat do tich hdp cao

va do rong vung cAm 16n. Mot cu tric don gian cia MESFET trén co sé GaAs dugc mo ta 6 hinh ().

INTEGRATED
D G S
o o
i
GaA
f_-l 1 e W
-— Semi insulating GaAs

FIGURE 1-14
A simple MESFET structure (Streetman, 1980).

MESFET hoat dong véi gate Schottky phan cuc ngudc va cac tiép xiic Ohmic cho drain va source. Dé 13
GaAs ban dién méi do pha tap thich hgp, ching han Cl, sao cho muic Fermi dugc ghim § gén gitia ving

cam (do dé dién trd l6n).
12
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§1.5 Mot s6 co sé vat ly linh kién ban dan

I EC A,
— H -
e = ST e o
} o 4 |
i S T S S ;
f e g 3
-—

Néng do hat tai vuot trdi tai cac bo vung dién tich khong gian:

Apn = p(xno)_ Pre = Pre (qu/kT _1)

. . qV /KT
A”lo_ﬂ(_xpo)_npe_ﬂpe(e _1)

13
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Phuong trinh Shockley

qu pne n annpe
L L

P n

L, =(D,7,)"”,L, =(D

Al, =

Dudi thé phan cuc nguoce (C-B), dong nguoce tir n to p chi phu thudc

vao toc do tiém 16 trong p dugc diéu khién bdi chuyén tiép pn (Emitter-

Base) phan cuc thuan.

— Good pnp Transistor can gan nhu toan bo 16 trong tiém tir Emitter

vao Base phai dugc gop vao Collector. — Base can di mong sao cho

neutral length ctia Base W, nhé hon nhiéu so v6i quing duong khuéch tan

ctia 16 tréng (khong x4y ra tai hop trong ving Base). Pong thoi dong dién

14
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tir tir Base dén Emitter phai nho hon nhiéu so v&i dong 16 trong tir E dén B.
—Pha tap mién B thap hon mién E (p'n Emitter junction).
Cac dai luong quyét dinh tinh ning ctia mot BJT: hiéu suat tiém

Emitter, hé sb truyén dat dong, hé s6 khuéch dai dong base-collector.

T

En Ep

I e, | I
o = —C — p C =y C

IE IE IEp IEp
IBEIC: a

| 5 l -«

e Chi can giai phuong trinh trung hoa cho mién Base vi cac dong
duogc xac dinh bo1 dac trung cua hat tai trong 2 mién chuyén
tiép quanh Base.

e Khi cac thé phan cuc 16n va Emitter pha tap manh thi:

W,

| ; = a,tanh
p

|. = a,csch W
L,

W
| . = a,coth L—b
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q = qADpA Pe

A — 0 (quEB/kT B 1)
1 L > Pe Be
\ p r \ \ r
L, 1a chiéu dai khuéch tan trong mién Base va pg. la ndng do 10 trong
can bang trong mién Base.
e Ba yéu td quan trong:

- Thé phan cuc (s6 hang exp(qV/kT)

- Cac dong Emitter va Collector dugc xac dinh béi gradient
nong do hat tai khong co ban tai bién cta chuyén tiép.

- Dong Base bang hiéu dong Emitter va Collector

Cau truc MIS: dic biét quan trong cho digital ICs.

= Al
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Dac trung I-V:

— ;nZCi

| _
ID — | (VG _VT )\/D _Evé

Z: chiéu sau ctia kénh, L: chiéu dai kénh, C; : dién
dung 16p cach dién trén don vi dien tich, ', d0 linh

dong bé mat cua dién tur.

18
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§1.6 Vi duy thiét ké BJT
Phan nay sé xem xét mot thiét ké cho viéc ché tao mot BJT véi mot
16p ngdm nhu da ndi téi 6 phan trude. Tuan ty thiét ké va ché tao chua dudgc

dé cap 6 day. Hinh (1.6.1) 1a so dd ctia mot n+pn+ BJT.

Collector
contact Base Emitter

FIGURE 1-21

Schematic of an n” pn~ transistor

Cdc thong s6 quan trong 13 hé s6 khuéch dai dong base-collector, B,
tan so cutoff, 1a tan s uing vdi sy suy giam cua hé sé khuéch dai ac vé don
vi, tin s6 cét alpha, f,,, lién quan vdi thdi gian dich chuyén cia hat tai thu
yéu qua mién base 15, tuidng ung véi sy suy giam 3 dB clia do 16i so véi gia
tri cia nd & tan so thap:

f, = 1/(2ntg)

w >
nD,

va: _
Z- B —

19
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trong do 1 1a hé sé phu thudc vao muc pha tap (=2 cho base pha tap
ddng nhat), va vao dién trudng ap dit.

Ngoai ra con c6 hai tiéu chuan cho sy hoat dong binh thudng ctia
transistor. Mot 1a thé danh thing. Duéi diéu kién phan cuc ngudc, c6 hai
nguyén nhan gy ra hién tuiong danh thung. Mt 1a tunnel do dién trudng
cidm Ung (thudng gitfa hai mién pha tap manh, hiéu ting Zener). Hai 1a danh
thiing thdc 14, do c4c cdp dién ti-15 trong dudc tao ra do cac hat tai dugc
gia toc béi dién trudng. Thé danh thing (BV) thudng lién quan vdi hé s6

nhan collector nhu sau:

1
- [Veg A(BV)gg. I

M =
Trong d6 n 13 hing s6 va (BV)g,, 12 thé danh thiing hé mach.
Do 16i dong o duge biéu dién béi:

I - 1. |
— C _ C Cn En __
o = = =Ma-;y

IE ICn IEn IE
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I4 N\ A /( A /\?
Trong do o 1a hé s6 van chuyén base,

W, 1
L, 1+W2 /2L
o
~1+GB/GE

a; =sech

/4

Trong d6 L, 1a quang dudng khuéch tan cta dién tii, s6 Gummel Gy

dudc xdc dinh bdi:

1 _ Qg /1 (1.6.1)
Gy =—— jNB(x)dx_D—

nB base nB

va Gy dudc xac dinh tuong tu cho emitter, Qg, 12 dién tich tiép xuc cla

base. Dau xap xi ung vdi diéu kién W, >>L_.

1
ﬂz 2 n
GB /GE +Wb /ZL_[VCB /(BV)CBO]

Néu gia thiét cé mot phan bd Gauss clia ndng do tap chat (két qua cia
U nhiét), vdi nong do tai bé mit 1a N, thi:

X2

4Dt

Ng = Ng, eXp(— )—N¢

21
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Vi N¢ 1a ndng d6 tap & collector (bén phia base cla chuyén tiép

collector-base), khi do:

1/2 t, t XcB
Qe :(Dtj Ng, je‘y ”dy—je‘y dy |- jNCdx
q 2 0 0 XeB
Vi
t — XEB
1 (2 Dt )1/2
t — XCB
>~ (2t)”

Trong do Xgp va X¢p 1a khoang cach tii bé mit téi mép cua cac mién

emitter-base va collector-base tuong ung. Khi do:

Qe X, Ncxi  QgW (1.6.2)
(BV)CBo:q£ Bo™1 C1+ B b

Es q 2 2q

Vi X; = X ~ Xpc

Cac phuong trinh (1.6.1 va 1.6.2) dung dé xac dinh cong nghé ché tao.
Van dé co thé dudgc phat biéu dudi dang: cho cdc gia tri mong mudn cia p,
fr, (BV)cpo, Va Rgp (tr6 khang sheet clia base), can xac dinh kich thudc va

cach thic pha tap cho viéc ché tao BJT nhu hinh (1.6.1). Bai toan va 15i

gidi dugc tém tat trong bang sau.
22
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INPUT DATA

l
.

.l
‘ 2

YES

M

K

1. Calculate base Cummel numbser and
actave base wedth.

b

- Degermine collector doping and
discance from hase-collecior
juancliien o buried layer.

fak

Check for premature pl.l.m.'l"l -I|1.r'-.:lu_|::|"|.

4. Demagn a base diffuswon schedule

b0 splesfy active base width,

%, Is e baze Goammeel number satisfied?

f. Estimate total epraxil biyver
thickrmess and design wn isceladion
difFusum schedule .

7. Is thee burnied laver too Close 1o

the base-collector jumction ™

8. Design an emitter diffusion
and finalice basc diffusion,

Luu d6 thuat toan cho bai toan
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ché tao:

1. Chon mot gia tri tiéu biéu cia Gy (5x10"° cm™). Gia thiét B thoa
man (c6 thé kiém tra lai sau), tinh Gy:
Gg = Gp/B = 5x10%/45 = 1.11x10" cm™s

Néng d6 pha tap trung binh & base thudng 1a 10'7 cm?.

Fli:L' Kk

Tu hinh 1-7 doc duge D,z 1a 15 em?/s. Tui (1.63) suy ra:
Qu/q = D 4Gy = 1.67x10" cm™

Tu 1.57 va 1.58 v6i n = 4 va giai cho W, suy ra:

W, = (MD,g/2nfa)1/2 = 0.49 um

25
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2. Gia thiét chuyén tiép base-collector dinh xui 6 khodng 2 pm tinh ti
bé mit (x;c), thé danh thing (BV)¢,, = 25 V, khi d6 dung hinh 1-24
dé tim ra:

Xepi ~Xg=x1 = 1.2 um

epi

Néng do pha tap collector tdi da cho phép 1a N = 8x10'° cm’

| LW
> =
[
£
a
= | (K} =
5 ]
_-_I
=
o]
=
] il
. =
_-:-_ W -
_':' Ll
.: i :
L
| AT I i 1aeiil [
'+ 111
Y| PIng ]
FIGURE 1-24
e | R a
Hinh 1-24

3. Kiém tra thé punch - through st dung (1.6.2): (BV)¢,, = 372 V. Vi

gia tri da chon 12 25 V nén ¢4 thé chuyén sang budc 4

26
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4. Véi qua trinh khuéch tan nhiét theo phan bd Gauss, dung hinh 1-25

dé nhan dugc gid tri N,,.

|||'E' T T TTT] T T TTTTIT I
|
S a
| - ]
Wy = 107" cm
- I.I .
1 [ 3
o' .
—
-.I [}
1 |
[ [ Aal 1
—
- L i
= |
G
=
o 10 = .
- —l
] | -
= N -
I s m
[ =
= B =
-
.: - —
= 1
B |
- . —
5
= —_
S0 3
- |
e - -
= N |
o |
— 1
| _
" F-Tvpr Gaussian
[ =]
E
' . |
|
L {

el rerld SR SIS AT Wiy
il [tk LR

e mesistanoe urKim |,|-.'F|||" '||||-||||| A “Wim|

FIGURE 1-15 :
Surlace dopant density of a p-tvpe Gaussian diffusion in uniformly doped r-1ype silicon as a functon
of average rasistivity a1 3000 K (Irvin, 1962)
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Trong hinh 1-25, dudng N = 10'® cm™ gan vdi gid tri cia N da tinh
ti bude 2. Gid tri tim duge 1a N,, = 4x 10® cm>. Gia thiét qua trinh
khuéch tan 1a 2 -step, chuyén tiép xdy ra khi

N(x;,t) = Ny, exp(-x;c"/4D,ptys) = Ne

Hodc D,gtyp = 1.6x107 cm?.

ICK
)
l,._.'.

e
- - - -.-

.- -_d--- -_d-. - >
2 ) - -_'___ e ill
i il - -_'|-I-'-
= —_ e
- »
a |
L Ll

[ i 1M1 | il

I | [EETTI] moemiTaie BN LR | i
i i ] im i L i lid
il
| F- 13
——— ]
— ——
N T
 —— T e S
i -'\-\___ e, -"'\-__ (LN s
T, =, o

", ",
.4 - k\"-.. . .H-H-H'H. [ 1 l
. o HH"'.% H.\-\"'\-. l\."'\--\.
S, ",
il "\-h_\_h '\-\.H_\_\_\- "‘*-\.H_H =
1 H""'\-\.__ h"'\-\. M""\-\.__
=F T e g |
[ -h"-.__ --H"'-q_ R
o -\_\_-_
i | |
II.I . I i i
Itzpe div ids Tack | i il | Yy

FIGLURE 1-26%

space-charge region theckness as & function of voliage for a pr junction formed by a Gaussian diffu-
50N 1INV & aonglan :'.L..'I'.:_'I-"J'Il.| concentration : {ab tocal widoh A [ 11 | i bV ratios K, aml ©. where x ; B
the portion in the heavier doped side and x, i3 that in the lighter doped side {Lawrence and Wamer,

Sl

28

CuuDuongThanCong.com https://fb.com/tailieudientucntt


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

5. Bay gio gia tri Q,,/q da tinh tui trudc c¢d thé duge kiém tra nhd hinh
1-26 cho d0 rong cua vung dién tich khong gian base - collector (X)
va cac do rong tuong Ung cla cdc mién pha tap manh (x,) va pha tap
nhe (X,). Néu gia tri tinh dudc nhd hinh 1-26 16n hon gid tri da tinh
trudc, thi x, phdi ting va budc 4 dugc 13p lai cho dén khi diéu kién
trén thda man. Vi chuyén tiép chua bi ap dit thé phan cuc thi V
=0.7 V. Khi do :

Do rong toan bd mién dién tich khong gian = 0.5 um
Phia base = 0.19 um
Phia collector = 0.31 um
Céc bién cua base tich cuc, Xqp va Xgg 1a:
Xeg =2 -0.19=1.81 um

XEB — XCB - Wb — 1.81 B 0.49 = 1.32 Mm

Dung 1.66 cho két qua: Q,./q = 5.3 x 10'? cm-2, Gia tri ndy nhé
hon gia tri 1.67 x 10" da nhan dudc ti bude 1. Do d6 13p lai cac bude
4 va 5 cho cac gia tri:

Xc = 1.45 um
Dogtyp = 7.85 x 10" cm?

N,, =6.5x 10" cm™
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Céc gia tri nay cho két qua Q,.,/q = 1.66 x 103 cm™, rat gan vdi gia tri
da tinh ¢ budc 1.
6. Chiéu day 16p epitaxi Wi va xepi co thé dugc tinh. Tt budc 2 ¢6:

Xepi ~ Xge = 1.2 um

epi

Va xg¢ = X + d0 rong phia collector cua chuyén tiép B-C
=1.45+0.31=1.76 um

Do d6 x.,, = 1.2 + 1.76 = 2.96 um. Néu gia thiét sy pht trudc cta Ip

epi
ngam vao Idp epitaxi trong qua trinh epitaxi, thi:

0.9W,.,, = X, T X,

epi epi

vdi X, 1a chiéu sau tham nhap cta 16p ngdm vao 16p epitaxi trong qua
trinh khuéch tan cach ly. D€ thi nghiém, dit x, =2 pm, khi d6 W, =35.5
um. Gid thiét dién tré sheet khuéch tan céch ly 1a 50 /], ndong do bé miit
N.,(N.) 12 7 x 10" cm™ (ti hinh 1-25). Dung gia tri ndy cung véi phan bd
Gauss ¢4 thé tinh X, = 2.44 um.

7. Gia tri tinh dudc cua x, 16n hon gid tri thld (2um). Diéu nay ching to

16p ngdm qué gan chuyén tiép B-C va do dé budc 6 dugc lip lai.
Cac gia tri mai la:

W, =64 um

epi

Xepi = 3.1 pm

epi

N, =55x1018 cm™

30

CuuDuongThanCong.com https://fb.com/tailieudientucntt


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

8. Vi trf tinh ti bé mat cda chuyén tiép emitter, x;; cAn phai dugc x4c
dinh. Phan base ctia mién B-E dudi thé phan cuc thuan 1a x4p xi 0.1
um. Khi do:

Xig = Xjc ~ Xcp = W, 0.1
=1.45-0.19-0.49-0.1=0.67 um

Cudi cung, ndng do tap tong cong tai Xz phai bang 0. Diéu nay ngu y

ring:
NE(XjE) = NB(XjE) B NC(XjE)
Hay Ng = Ny, exp(-Xiz /4D,ptop) -Ne = 1.55 x 10"* cm”

Phuicng trinh nay ¢6 thé dung dé quyét dinh thi tuc pha tap.
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§1.7 Cac giai doan chinh ctia qui trinh ché tao vi dién tii

Hinh () mo t cac qua trinh co ban cua cong nghé ché tao IC, bao gdm
qua trinh tinh ché vt liéu, qué trinh moc tinh thé va chuén bi cac wafer
trén do IC dudc ché tao, qua trinh ché tao linh kién (IC), qua trinh dong
kién, luu gitf va kiém tra. Mit sau clia cac chip (die) dudc gin co hoc hoic
ndi v6i moi truong ga git thich hgp, thudng la plastic hoac ceramic.

— — —

| Raw material | Wafer Device | IC chips | Packaged
I il »| Packaging | e

LNEMICdLs PIOCESSINg 1aprication . ‘ |'. nroducts

FIGURE 1-27
\ broad view of microelectronics processing
Cac wafer thudng la cac dia mdng (chdng han 0.5 mm véi Si) cla vt
liéu don tinh thé pha tap donor hodc acceptor. Yéu ciu do sach ctia tap va
d6 hoan hdo cta ciu tric tinh thé 1a rit nghiém ngit. Mot qui trinh xi ly

téu biéu dugc mo ta & hinh 1-28.
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Metallureical
Molten fetallurgica Fluidized

SIH

—

- A Separator l
furnace | grade Si oed | SiH.Cl, |
— | Purified
SiH,
T SIH Cl,
Bulk Fluidized
Wafer Monocrystalline rvetal Polycrystalline bed or
L i + .
| Preparation Si boule growth §i deposition
apparatus | chamber
i S— L

FIGURE 1-28

Processing steps for silicon wafers,

Vat liéu khéidau ¢ thé 1a cat hodc mot khoang chat cia Si. Mot 1o hod

quang dién néng chiy dugc dung dé tao ra Silic ¢6 do sach cap luyén kim

(metallurgical grade silicon, MGS), do sach khoang 98%. Cac hat MGS

dugc dua vao 10 phan tng 16ng véi mot khi tai chiia hydrochloric acid dé

chuyén MGS thanh cdc khi chiia Si nhu silane va chlorosilane. Cac khi

dudc tach va lam sach qua mot day cdc bo tach va chung cat. Co hai

phuong phap chinh dé tao ra Si sach cp do dién tii (electronic grade,
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EGS). Mot phuong phap bao gébm su pht Si ti khi chia Si 1én trén mot dng
Si ndéng (6ng Si ndng tao ra cac vi tri kich ¢d nguyén tii ). éng Si 16n rat
nhanh dén duong kinh 20 cm. Néu dung khi trichlorosilane, thi phin ting
xay ra nhu sau:

SiHCl;(gas) + H,(gas) — Si(solid) + 3HCl(gas)

Phuicng phap thi hai, ¢ nhiéu uu diém hon, st dung phan ting trong
bé 16ng. Trong d6 khi chia Si va cac hat mam Si tinh khiét dugc nudi. Si
EGS c6 céu tric da tinh thé va chia tap chét c6 nong dé trong khodng ppm
(nhd hon 20 ppm). Tiép theo Si EGS sé dudc cho néng chiy dé nudi thanh
thdi don tinh thé.

C6 3 phuong phap chinh dé nudi thdi don tinh thé tt Si EGS. Phuong
phdp dudc st dung rong rai nhat 1a k¥ thuat Czochralski. Trong phuong
phap nay, mot hat don tinh thé mam nhd duge nhing trong EGS néng
chdy, va tinh thé mam sé dugc kéo gradual sao cho théi don tinh thé dugc
co duong kinh 15 cm dude hinh thanh ti qua trinh lam ngudi. Mgt phuong
phap khdc 1a phuong phap nong chay vung. Trong phuong phap nay, mot
théi Si dit theo phuong thing diing dude lam ndng chay cuc bo ti dudi 1én
sti dung 10 cuc bo quét tui dudi 1én (ching han 10 vi séng). Vung néng chiy
dudc tai tinh thé hda nhd cdc tinh thé mam. Phuong phdp thy ba 1a phuong
phdp Bridgeman, dudc dung chii yéu cho GaAs. Trong d6 vat liéu da tinh
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thé dugc lam ndng chay doc theo mot thuyén hep, dai nhd 10 quét doc. Va
dugc lam ngudi tti mot phia ¢ gin vdi tinh thé mam.

Qua trinh nudi don tinh thé ¢é hai myc tiéu. Mot 1a chuyén ciu tric da
tinh thé thanh cAu truc don tinh thé. Hai 1a loai bd cac tap chat khong mong
mudn. Qua trinh nay x4y ra  mit phan cach rin - 1éng. Trong qud trinh
nudi don tinh thé, cdc tap chat ¢d thé duge dua vao dé tao ra don tinh thé
ban dan loai n hoic p. C4c thdi ban din sé dugc cit thanh cac phién méng,
duong kinh 0.5 mm (wafer). Mic du chi mot phan rat mdng clia dia ban
dan duge dung dé tich hgp linh kién, nhung do day cta dia bao ddm cho su
on dinh co hoc cia IC.

So vdi cong nghé ché tao wafer thi cong nghé ché tao linh kién phat
trién nhanh hon nhiéu. Mot s6 cong nghé ¢4 thé trd thanh lac hau trude khi
dugc cong bd. Tuy nhién nén ting va muc tiéu clia chung cd thé chua thay

doi.
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FIGLURE 1-2%

e

Hinh 1-29 mé ta cdc budc tuan tu cda qui trinhché tao IC. Khi cho
tridc cac yéu ciu va cdc chi tiét ky thuat clia mach thi IC ¢6 thé dugc thiét
ké dudi dang circuit layout vdi cac chi tiét vé chiéu rong, chiéu sau ctia moi
mot don vi co ban. Ching han véi mot MOSFet don gian, so dd bé tri tong
thé (layout) sé dugc chuyén thanh céc so do khd 16n cho m&i mot muic mit
na. Sau dé cac so dd nay sé dude thu nhd lai dé thu dude mit na cudi cung.
Vi cac mach VLSI, ngudi thiét ké c6 thé mo ta mot cach dién tif toan bo
layout ctia mach. Sau dé thiét ké dudc chuyén thanh dang s6 va dugc Iuu
trli trén bang tii. Mit na c¢d thé bao gdm nhiéu muc khac nhau cho cac ché
tao khac nhau. Cac mat na dudc lam tu cac vat liéu nhu chromium,

chromium oxide, hodc silicon.
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Budc tiép theo 1a qua trinh quang khic (lithography), cé thé dudgc lap
lai nhiéu 1an cho céc budc xi ly tucng ting vdi cdc muic mit na khac nhau.
Quang khic 1a qua trinh chuyén dang hinh hoc trén mit na vao bé mit cla
Si wafer. Médi chu trinh quang khic thudng bao gdm sy dn mon qua céc ctia
s6 m& hodc vach cac dang nhét dinh cho budc tiép theo, ching han nhu phu
cdc mang mong mudn hay dua tap chat vao cic vung da dudec mé nhd qua
trinh khuéch tdn hodic cdy ion. Cac budc tiéu biéu clia qua trinh quang khic
dugc mo ta trong hinh 1-30. Cac mit na duge dung dé mé céc cuia s6 qua
16p silicon dioxide sao cho tap chat dudi dang khi c6 thé khuéch tan qua
do. Mot 16p can quang (photoresist, PR) tii cac vat liéu polymer nhay sang
dudc phu [én trén mit 16p Si02. Mit na dugc dit én trén 16p PR va dugc
chiéu tia cyic tim. Cac chd 16 sang sé bi polymer hda, con cac chd bj thi
khong. Cac vung khong bi polymer hda sé€ bi an mon boi acid BHF
(buffered-HF), d& 10 ra cac ctia s6 cho qua trinh khuéch tan. Cac wafer s&
dugc dit vao 10 dé khuéch tan cd chua khi tai B2H6 hodc PH3d¢ tao ra cac
mién pha tap mong mudn.

Céc budc xt ly don vi tieu biéu bao gdm sy phi mang epitaxi (don
tinh thé) va mang khong epitaxi, sy oxi hda, cdy ion va kim loai hda (phu
kim loai). Qu4 trinh ndy nhdm muc tiéu tao ra cc mién tich cuc va cach ly

chuing vdi nhau. Yéu t6 chinh § day 13 sy phan bo tap chat va sy mo ta ro
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rang cta phan bo tap chat. Cac wafer phai trai qua nhiéu budc khac nhau
clia qua trinh xt 1y & nhiét do cao nén ¢ thé dan téi su phan b lai tap chét.
Do d6 rat nhiéu nd luc da dugc thuc hién dé ha thap nhiét do cia cac qud
trinh xui ly.

Qua trinh déng kién mach IC bao gom viéc gin chip (die) vao mot vat
lidu gd nhat dinh, viéc ndi day gitia cdc dudng danlinh kién vdi ga va tao
hinh cho nd. Céc vat liéu ga thusng 1a plastic, kim loai va gém.

Hinh 1-31 mé ta qua trinh chi tiét ché tao mot NMOS Si - gate IC tu
cac wafer ban dau dén ddong kién cho IC. Khi mat do linh lién ting 1én thi
s6 chan cta IC trd thanh mot nhuge diém do kich thudc bd g 16n sé lam
ton hao nhiét 16n. Ddng thdi s chan cia IC nhiéu cling 1am ting tin hiéu
nhiéu. Bén canh d6 thdi gian st dung (lifetime) ciing 1a mot yéu tté quan

trong trong viéc thiét ké ga giti IC.
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A manufacturing process for NMOS silicon-gate ICs (Integrated Circuit Engineering Company)
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CHAPTER

2

TECHNOLOGY

2.0 INTRODUCTION

A good understanding of processing and fabrication technology on the part of the
circuit designer is necessary to provide the flexibility needed to optimize integrated
circuit designs. With this knowledge the actual layout can be considered during
design and the appropriate parasitics can be included in the analysis. Innovative
techniques that improve performance often involve circuits or geometries that are
dependent on and applicable to a particular process. Knowledge of processing
characteristics enables the designer to make yield calculations during design and
consider tradeoffs between yield, performance and design simplicity.

In this chapter processing technology is discussed from a qualitative view-
point. This is followed by a detailed discussion of typical NMOS, CMOS, bipolar,
thick film, and thin film processes. Most processes in industry can be viewed as
either a straightforward variant or extension of these processes. These processes
are summarized in the appendices of this chapter. Included in the appendices are
process scenarios, graphical process descriptions, design rules, process parame-
ters, and some computer simulation model parameters. These appendices should
provide a useful reference for material that is presented in later chapters of this
book. This chapter is concluded with a discussion of practical layout considera-
tions and comments about some CAD tools that have become an integral part of
the IC design process.
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2.1 IC PRODUCTION PROCESS

The major steps involved in producing integrated circuits are considered from
a qualitative viewpoint in this section. These steps are used in the MOS and/or
bipolar processes that will be discussed later in this chapter.

2.1.1 Processing Steps

CRYSTAL PREPARATION. The substrate of bipolar and MOS integrated circuits
is generally a single crystal of silicon that is lightly doped with either n- or p-
type impurities. The substrate serves both as the physical medium upon and within
which the IC is built and as part of the electrical circuit itself. These crystals are
sliced from large right-circular cylinders of crystalline silicon, which are carefully
grown to lengths up to 2 m and which vary in diameter from 1 to several inches.
The slices are typically 250 u to 400 w thick. From an electrical viewpoint much
thinner slices would be acceptable; however, the thicker slices have been adopted
because they are more practical to handle (less breakage) and are less likely to
warp during processing. The size of the wafers has been increasing rapidly with
time to allow for both large chips and a larger number of chips per wafer. As
of 1989, many of the older processing lines were using 4 inch wafers, but the
newer lines are typically using 5 and 6 inch wafers. The crystals are often cut so
that the surface is oriented approximately in the <100> direction.

MASKING. IC masks are high-contrast (black on clear) photographic positives or
negatives. They are used to selectively prevent light from striking a photosensi-
tized wafer during the photolithographic process. The masks are typically made
of glass covered with a thin film of opaque metal, although less costly and less
durable emulsion masks are sometimes used. The masks are produced from a
digitized description of the desired mask geometries. There are several different
methods of generating the masks (called pattern generation) from the digitized
circuit description. One method involves photographically reducing large copies
of the desired patterns that have been generated with a computer-controlled draft-
ing machine. This method was used widely in the past but has largely been
replaced by the next two. A second uses a laser beam as a pattern generator in a
raster-scan mode. Both of these methods generally also require a high-resolution
step and repeat and/or reduction camera to make the final masks that will be
used. The intermediate image that is created is called a reticle and is usually 5 or
10 times real size. A third method uses an electron beam (E-beam) to generate
the actual patterns directly onto the final masks. This method produces the best
quality masks and is used extensively for very small geometries, but it requires
considerable time and expensive equipment.
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PHOTOLITHOGRAPHIC PROCESS. Photoresist is a viscous liquid. It is applied
in a thin, uniform layer (about 1 w thick by spinning the wafer) to the entire surface
of a wafer following cleaning. After application the photoresist is hardened by
baking. The physical characteristics of the photoresist can be changed by exposure
to light. The photoresist thus acts as a film emulsion and can be exposed by light

through the transparent areas of a mask (either by contact printing or projection),
by a projection of light through a reticle containing the same information (called
direct step on wafer), or by an electron beam (E-beam) that scans the desired
regions. Following exposure, the resist is developed to selectively remove the
resist from unwanted areas. This step is often followed by another baking to
further harden the remaining photoresist.

Both positive and negative photoresists are available. With negative pho-
toresist the unexposed areas are removed during development, and with positive
resist the exposed areas are removed. Negative resists are noted for being quite
unaffected by etchants used in processing, but finer resolution can typically be
obtained with positive resists. Photoresists serve as protective layers to many

etchants and oxidizing agents, and as a barrier to ion implants.

Proper mask alignment is essential to maintain device operation, charac-
teristics, and yield. Alignment markings are generally included with the circuit
information when the masks are made so that these marks will appear on the
wafer during and after processing. A machine called a mask aligner is used to
align and expose the wafers. Figure 2.1-1 shows typical alignment characteristics.
The physical size and geometry of the masks used for fabrication is governed by
the particular technique used by the mask aligner to expose the wafer. Mask
aligners that use contact printing have multiple copies of the individual circuits
at actual size (i.e., 1X) accurately patterned on the mask. These aligners have a
large throughput and are relatively inexpensive. The large masks, however, have
a very short lifetime (typically 3 to 10 exposures) because of damage incurred
when the mask contacts the photoresist for exposure. This increases effective
mask costs. The direct step on wafer aligners typically use a 5X mask (often
called a reticle) as a negative. It typically will contain only a single copy of the
circuit, though several copies may be used for small ICs. The image is optically
reduced to 1X upon exposure. The wafer must be repeatedly moved to the next
location after each exposure until the entire wafer is exposed. The lifetime of
the mask is very long since no physical contact is made, but the throughput has
been decreased considerably to allow for the successive wafer movements. The
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equipment is also considerably more expensive because of the precision needed
to maintain consistent and repeated uniform stepping of the wafer. Both types of
aligners are widely used in industry.

One of the most practical and popular methods of exposure actually combines
the mechanical economics of the 1 X aligners and the mask life of the steppers. In this
approach, a thin protective membrane, called a pelicle, is placed above the emulsion
of 1x chrome masks for protection of the mask and long mask life. Although the
membrane itself may get dirty or scratched, it is placed far enough away from the
mask so as to remain out of focus and thus not project defects onto the wafer when
columniated light is focused through the mask onto the wafer.

A fourth method of exposure actually uses no masks at all. Instead, a narrow
electron beam (E-beam) is selectively focused on the wafer in a raster-scan manner
in small regions, with wafer stepping to position successive portions of the wafer
under the beam. The same digital database that is used to generate masks can
be used to drive the E-beam system. This approach gives better resolution than
any of the previously discussed methods but involves very expensive equipment
and has a much smaller throughput. It is practical for only the most demanding
applications.
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DEPOSITION. Films of various materials must be applied to the wafer during
processing for most existing semiconductor processes. Often these films are very
thin (200 A or less for some SiO, layers) but may be as thick as 20 u for
“thick film” circuits. Films that are deposited include insulators, resistive films,
conductive films, dielectrics, n- and p-type semiconductor materials, and dopants
that are subsequently forced deeper into the substrate. Deposition techniques
include physical vapor deposition (evaporation and sputtering), chemical vapor
deposition (CVD), and screen printing for the thick films. With the exception of
the screen-printed films, the depositions are nonselective and are placed uniformly
over the entire wafer.

Evaporation refers to evaporating the material that is to be deposited by
controlling the temperature and pressure of the host material environment. A film
is formed when the material condenses. A continuous evaporation—condensation
process is established that allows for a controlled growth rate of the film.

Sputtering involves bombardment of the host material with high energy ions
to dislodge molecules, which will reattach themselves to the surface of the wafer
(as well as to other surfaces in the sputtering apparatus). Often two different
host materials are simultaneously bombarded at different rates to establish the
characteristics of the sputtered material. This dual host bombardment is termed
cosputtering. With some materials, sputtering offers advantages over evaporation
in host material integrity on the deposition surface.

Chemical vapor deposition (CVD) is achieved in two ways: (1) by causing
a reaction of two gases near the substrate, a reaction occurs that creates solid
molecules, which subsequently adhere to the substrate surface; or (2) by pyrolytic
decomposition (a decomposition caused by heating) of a single gas, which also
frees the desired molecules for reattachment.
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ETCHING. Etching refers to selectively removing unwanted material from the
surface of the substrate. Photoresist and masks are used to selectively pattern
(expose) the surface of the substrate. Following this patterning, the physical
characteristics of the surface are changed by etching. A single IC will generally
undergo several different etches during processing. The chemicals used for etching
are chosen to selectively react with unprotected areas on the wafer while not
affecting the protected areas. A summary of the effects of some commonly used
etchants on typical semiconductor materials is shown in Table 2.1-1.

There are two types of etches used in production: wet and dry. The wet
etches, often called chemical etches, use liquid etching agents, which are applied
to the substrate surface. Although they have received widespread application in the
past, they etch horizontally as well as vertically into the surface of the substrate.
This horizontal etching causes undercutting of the patterned areas. Unless the
width of the nonetched regions is orders of magnitude greater than the thickness
of the material being etched, the nonuniformity of the horizontal etching causes
significant changes in desired device characteristics.

TABLE 2.1-1
Characteristics of commonly used fabrication materials

L. Materials used in IC fabrication

Purpose Materials Comments
Silicon crystal substrates 5iCly Silicon source for growth of single
crystal silicon
S5iHCl, Silicon source for growth of single
crystal silicon
5i0; (Sand) Silicon source for growth of single
crystal silicon
Silicon layers (both S5iCly and Ha The hydrogen gas strips the Cl atoms
single crysialline to form solid silicon.
and polysilicon)
SiHy Heat causes the release (pyrolysis)
of Hs gas.
S5iH,Cl Heat causes the release (pyrolysis)
of HCI gas.
Oxides 04 Used to grow 5105 by thermal oxidation
H>0 (Steam) Used to grow Si0» by thermal oxidation
SiH; and O Used for CVD deposition of 510,
and to grow protective “glass” (5101)
Nitride layers Si4 and NH; The ammonia causes the release of
hydrogen gas and leaves Si3Njy.
5i1Cly and NH5 The ammonia causes the release of
HCI and leaves 5isN,.
Etches, wet HF Hydroflueric acid etches Si0; but
not Si, SizNa, or photoresist.
HF and HNO4 Eiches Si
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TABLE 2.1-1

(Continued)
Purpose Materials Comments
H3 POy Hot phosphoric acid etches SizNy but
not 5i0;. Removes some types
of photoresist.
Etches, dry CHF; Etches Si0;
CgFg Etches Sl{)z
SFg Etches silicon
CF, Etches Si3Ny
CCl, Etches aluminum
Patterning Photoresist Used as barrier to ion implants. Also used
to pattern 5104 since photoresist is not
affected by HF, a common SiO; etchant.
Si0; Acts as a barrier to some p- and n-
type impurities
SigNy Used as protective layer over silicon
or 5i0; to prevent thermal growth
of 5104, Also serves as a barier to
low-energy ion implants although thin
layers can be and are penetrated with
higher-energy implants. Also serves
as a diffusion barrier to impurities
such as Ga, Al, Zn, and Na.
II. Sources of impurities
Impurities Source
n-type Arsenic As203, AsH;
Antimony Sba04, Sb0y
Phosphorus Py0s, POCly (liguid), PH, (gas—
implant or diffusion)
p-type Gallium
Aluminum
Boron BN (solid), BBry (liquid),
B203 (gﬂs}f Ec'-?n (gas), EEHﬁ (gaSj.
BF; (for implants)
HI. Impurity migration in silicon
Impurity Silicon Si0,
Arsenict(n) moderate very slow
Antirony (n) moderate very slow
Phosphorus (n) fast slow
Gallium (p) moderate fast
Aluminum (p} fast fast
Boron (p) fast slow

‘tArsenic is often preferred to the other n-type impurities because it gives more abrupt junction gradients,
which yield better frequency response and improved current gain in bipolar transistors, Due te environmental
concerns, however, the use of arsenic in the semiconductor industry is limited.
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Dry etching, also termed ion etching, is directional and thus much less
susceptible to the undesirable horizontal undercutting. Dry etching techniques
include sputter etching, ion-beam etching, and plasma etching. Since no liguid
chemicals are involved, a significant reduction of costs associated with disposal
of spent chemicals is realized when dry etches are used. The etch rate for dry
etches is generally lower than the wet etch rate. Dry etching is recognized as a
practical alternative to wet etching and is widely used.,

The characteristics of an ideal wet etch and an ideal directional etch are
shown in Fig. 2.1-2. The nondirectional etch is termed an isotropic etch. The
edge profile appears approximately circular, with radius r and center at point A.
If the etch is stopped precisely when the underlying layer is exposed the radius
r will be T, the thickness of the layer, and the undercut of the protective layer,
X . will be also T. If the etch is not stopped precisely when the underlying layer
is exposed, the radius will be Ty, which is greater than T, and both the effective
opening and the undercut will thus be larger than desired.,

An ideal directional etch is termed an anisotropic etch. Note that an
anisotropic etch has a very abrupt edge, which causes problems for applying
subsequent layers uniformly and reliably across this edge.

protective

(@)

underlyin
layer

(&)

protective

layer N

FIGURE 2.1-2

Characteristics of etches:

{a) Isotropic etch, (b) Anisotropic
(c) etch, (¢) Preferential etch.

underiying
layer
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DIFFUSION. Diffusion, in the sense of an IC processing step, refers to the con-
trolled forced migration of impurities into the substrate or adjacent material. The
resultant impurity profile, which plays a major role in the performance of the
integrated circuit, is affected by temperature and time as well as the tempera-
ture—time relationship during processing. Subsequent diffusions generally cause
some additional migration of earlier diffusions. Actually, the diffusion process
continues indefinitely, but at normal operating temperatures of the integrated
circuit it takes tens of years or longer for the additional movement to become
significant. '

The method by which the impurities are introduced varies. A solid deposition
layer or a gaseous layer above the surface can be used as the source of impurities.
Impurities can also be accelerated to selectively bombard the substrate so that they
actually become lodged inside the substrate very near the surface. This technique,
termed ion implantation, offers very accurate control of impurity concentrations
but causes significant crystal damage near the surface.

The purpose of a diffusion following deposition is to cause a migration of
carriers into the substrate from either solid or gaseous surface layers. A diffusion
step following ion implantation is used to mend or anneal bombardment-induced
fractures in the single crystalline structure at the surface of the substrate as well
as to cause additional impurity migration.

As in the etching process, the direction of impurity diffusion is difficult to
control with accuracy. Impurities typically diffuse both vertically and laterally
from the surface at comparable rates in a manner similar to that observed for the
isotropic etch of Fig. 2.1-2a.

CONDUCTORS AND RESISTORS. Aluminum or other metals are often used as
conductors for interconnection of components on an integrated circuit. These
metals are typically deposited, patterned, and etched to leave interconnects where
desired. The thickness of the popular aluminum films is typically about 6000-
8000 A but may be as much as 20,000 A for linear (analog) single-level metal
processes. Metal films are particularly useful for interconnects that must carry
large currents, but traces must be wide enough to avoid the metal migration,
or electromigration problem. Electromigration is the movement of atoms with
current flow and can be likened to wind erosion of dirt. If significant metal
migration occurs, the conductors become open, resulting in failure of an integrated
circuit. Metal migration is insignificant provided the peak current density in the
conductor is below a certain threshold. For aluminum, this threshold is around 1
mA/u?. This threshold is material dependent and ranges from 0.05 mA/u? to 2
mA/u? for other similar materials.

Nonmetallic films are widely used for conductors and interconnects when
current flow is small. These materials are typically worse conductors than metals
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and thus cause a significant voltage drop when currents are large. These materials
find limited applications as resistors.

Polysilicon is one of the most popular nonmetallic conductors. Polysilicon
differs from single crystalline silicon, which is often used as a substrate material,
only in that polysilicon is composed of a large number of nonaligned, randomly
oriented, small silicon crystals. Although polysilicon is chemically identical to
single crystal silicon, its electrical characteristics are much different. Polysilicon
is a good conductor when heavily doped and a good resistor when lightly doped.
Polysilicon is often used for gates of field effect transistors (MOSFETSs) and as
an electrode for capacitors. Polysilicon can be deposited over SiO;. SiO; can
also be readily grown on polysilicon and is often used to serve as a dielectric
and isolate two polysilicon layers in processes where double polysilicon (double
poly) layers are available. Polysilicon’s characteristics are dependent on the size
of the small crystals, often termed the grain size. It can be deposited on a variety
of materials and the growth rate can be fairly fast. Polysilicon films are typically
about 2000 A thick and are often termed poly.

Silicides and/or refractory metals are often used on top of or in place of
polysilicon for fabricating conductors. These materials are often much better
conductors than polysilicon.

OXIDATION. Oxidation is the process whereby oxygen molecules from a gas
above the substrate or surface material cause the growth of an oxide on the
surface. Since the substrate or surface material is typically silicon, the oxidation
process produces silicon dioxide. The speed at which the SiO, layer grows is a
function of the doping concentration and the temperature of the substrate during
oxidation. The SiO, layer serves as a very good insulator between the substrate
or surface material and whatever is placed upon it. When the S10; layer is grown
on the substrate, a small amount of the Si in the substrate is consumed to provide
for the Si molecules in the oxide. The growth of x microns of SiO; consumes
approximately 0.47x microns of single crystal silicon.

As an alternative to oxidation, the SiO; layer can be applied by CVD.
This technique is used extensively when the SiO, layer must cover something
other than Si since no silicon molecules are available for oxidation. CVD can
also be done at lower temperatures, which is advantageous if additional diffusion
of previously deposited materials must be minimized. SiO; layers formed by
oxidation are generally more uniform than those formed by a CVD process.

Other types of oxides are also used as insulating layers in fabricating ICs.
Doped deposited oxides such as phosphosilicate glass (PSG) are often used as
insulators on top of polysilicon. Some of these are doped to improve reflow char-
acteristics during annealing. This doping helps reduce sharp boundaries (improve
step coverage) introduced during etching of polysilicon.
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Nitride (SizN4) is also used as a dielectric between two levels of polysilicon
in some processes. The dielectric constant of SizN4 is about four times that
of Si0,. This offers potential for much higher capacitance densities for fixed
dielectric thicknesses or much thinner dielectrics for a fixed capacitance density.
A thin layer of SiO, is generally applied to the Si prior to the Si3N4 to minimize
the mechanical stress associated with a direct Si interface to Si3N4. This stress

is caused by a difference in the lattice characteristics of single-crystal silicon and
the SizNy layer.

Although somewhat different chemically, polyimides are also used as insu-
lating layers, most notably between two metal layers. Polyimides tend to smooth
abrupt underlying irregularities, thus reducing the effects of sharp boundaries of
underlying metal layers.?

EPITAXY. Epitaxial growth is generally a CVD. It warrants singling out, how-
ever, because of the extensive use of this process step in bipolar integrated cir-
cuitry and because epitaxial layers are ideally single crystalline extensions of the
substrate. Epitaxial layers are grown slowly enough that the molecules added to
the surface can align with the underlying crystalline structure of the substrate
to form a crystalline epitaxial layer. A small amount of n- or p-type impurities
is generally intentionally introduced into the epitaxial layer during the epitaxial
growth to obtain a doped epitaxial layer.
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2.1.2 Packaging and Testing

After processing, the integrated circuits are tested and packaged. The first step in
the testing process generally involves a process verification to make certain that
the process parameters are within the tolerances acceptable for the product. To
facilitate this verification, fesr plugs containing special test structures specially
designed for this purpose are included on the wafer at several locations in place
of the regular circuits themselves. Alternatively, to avoid sacrificing the potential
production die sites that are devoted to test plugs, there is a growing trend to
integrate the test patterns into the scribe lines, which are existing grid lines void
of circuitry where cuts will be made to separate the dies. A wafer prober is used to
make mechanical contact with the test plugs so that electrical measurements can
be made. Assuming the process parameters are within tolerance, the individual
dies are automatically probed and electrically tested. Defective dies are marked
with ink and later discarded. After probing, the wafer is scribed (typically with
a wafer saw) both horizontally and vertically between adjacent dies, and
the dies are separated. Following separation the individual dies are die artached,
or die bonded, to a carrier or to the IC package itself. Wire bonds are subse-
quently made from the pins of the package to the appropriate locations on the
die. The bonding wires are typically of either gold or aluminum. The diameter of
this wire is in the range of 1 mil. After the wire bonds are complete, the packages
are formed or closed and a final electrical test (and burn in for some parts) is
completed.

Packaging technology saw minimal advancements through the late 1970s
and early 1980s. It is well recognized that existing packaging techniques are a
major bottleneck in the evolution of IC technology. Considerable effort on a
worldwide basis is focused on the packaging problem. Practical alternatives to
the conventional packaging approach, described above, will likely evolve in the
next few years.
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2.2 SEMICONDUCTOR PROCESSES

There are currently three basic processes used for the fabrication of monolithic
integrated circuits containing active devices. These are the NMOS, CMOS, and
bipolar processes. The first two are both termed MOS (Metal Oxide Semiconduc-
tor) processes even though, as will be discussed later, the standard acronym is
no longer completely descriptive. A fourth approach essentially combines bipo-
lar and MOS technologies into a single but more involved process. The mixed
bipolar-MOS process is called Bi-MOS. A fifth method for constructing ICs is
termed the hybrid process. These processes are depicted in Fig. 1.2-1.

Generic processes similar to those used in industry will be discussed in
this section. The generic NMOS and CMOS processes discussed are very similar
to those available through MOSIS' and the same terminology and conventions
that have been established by MOSIS will be followed when practical. Several
excellent references provide additional information about the NMOS and CMOS
processes available through MOSIS and about MOS processing in general."* ™"
Additional information about these generic processes, such as design rules and
process parameters, are discussed in Section 2.3. Details about a typical Bi-
MOS process are not presented, but the basic approach should be apparent after
studying the basic MOS and bipolar processes.

The NMOS (n-channel MOS) and CMOS (Complementary Metal Oxide
Semiconductor) processes are quite similar in that both have the field effect
transistor (FET or MOSFET) as the basic active device. In the NMOS process
n-channel MOSFETs are available as the active devices whereas in the CMOS
process both n-channel and p-channel devices are available. When compared to
the NMOS process, the CMOS process offers advantages in design simplicity
at the expense of more processing steps. It is often the case that CMOS also
offers improvements in power dissipation and performance and in some cases
even size over NMOS. These tradeoffs must be considered when selecting the
most economical process for a given application. Another MOS process, PMOS,
is available but will not be singled out because it is essentially a dual of the NMOS
process. In the PMOS process the basic active device is the p-channel MOSFET.
Although the PMOS process was commonly used for some of the earlier MOS
circuits, the NMOS process offers some advantages due to characteristics of

semiconductor materials available (specifically, electron mobility is higher than
hole mobility) and is more popular today.
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The bipolar process is so named because the basic active device is the
Bipolar Junction Transistor (BJT). Higher speeds are currently available with the
bipolar process than for the NMOS and CMOS processes although significant
improvements in the speed of the latter processes have been and continue to be
made, Bipolar integrated circuits are noted for their considerable internal power
dissipation compared to that of the NMOS and CMOS processes. For logic circuits
the NMOS and CMOS circuits have a significantly higher component density than
their bipolar counterparts.

The hybrid process combines thin and/or thick film passive components
that are on one or more separate substrates with active devices from a separate
substrate onto a common carrier. This makes hybrid ICs quite expensive. For
applications that require precise and temperature-stable passive components, the
hybrid process often offers a practical solution.

MATERIAL CHARACTERIZATION. Some terminology that 1s common to most
semiconductor processes is best introduced at this point. Throughout this text the
notation n* will denote a heavily doped n-type semiconductor region, and n~
will denote a lightly doped region. The designation n™ or n~ will be assumed
relative to the context in which this designation is made. No superscript will be
included if the region is doped somewhere between n* and n~ or if it is not
necessary to make the distinction in the given context. The same convention will
be followed for p, p*, and p~ designations.

The resistivity of a homogeneous material is a volumetric measure of resis-
tive characteristics of the material. The resistivity is typically specified in terms
of ohms-cm ({2-cm). If a right rectangular solid of material of length L and cross
sectional area A (see Fig. 2.2-1a) has a measured resistance of R between the
two ends, then the resistivity of the material is given by

_ 4R
L

where it is assumed that the contacts on the two ends cover the entire surface and
are perfectly conducting.

The sheet resistance is a measure of the characteristics of a large, uniform
sheet or film of material that is arbitrarily thin. The sheet resistance is specified
in terms of ohms per square of surface area. If a rectangular sheet of material
of length L and width W (see Fig. 2.2-1b) has a measured resistance R between
the two opposite ends, then the sheet resistance of the material is given by

p (2.2-1)
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Ro = RE (2.2-2)
L
where it is assumed that the contacts on the two edges cover the entire edge and
are perfectly conducting. It should be emphasized that both the resistivity and
sheet resistance are characteristics of materials independent of particular values
for A, L, W, and R in the previous equations.

Cross-section
|~ area, A

sheet resistance / = e AAA

w -
= R, - Aol
= w
(b)
[
— 1 |w Ro I
W W w W = —AMN—s
=== =" === = 7.5 Ag
— 1 1 1 1 1 1 1 |f———
W W W Wiz
— B —— i ———
(c)

5

1 1

1 1 ' '
Rp 55 1 |5/ 1 55 8.1Ry

(d)

FIGURE 2.2.1
Resistive characteristics of bulk and sheet materials: (a) Resistivity, (b) Sheet resistance, (c)&(d)
Graphical calculations from sheet resistance.
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The sheet resistance of a thin layer of thickness z constructed from a material
that has a resistivity p is given by

Ro =" (2.2-3)
Z
The resistance of thin rectangular regions of length L and width W on an
integrated circuit can be readily obtained from the sheet resistance by counting
the number of square blocks of length W that can be placed in the rectangular
region. If N blocks can be placed adjacently in the region, then the resistance in
terms of the sheet resistance, Rp, is given by

R = NRpg (2.2-4)

An example illustrating this technique is depicted in Fig. 2.2-1c.

Occasionally it is necessary to determine the resistance of nonrectangular
regions such as that shown in Fig. 2.2-1d or the serpentined pattern of Problem
2.11. The problem of determining resistance of irregular regions is difficult, but
for rectangular regions containing the right angles shown, the rule of thumb of
adding 0.55 squares for each corner is often used.

It is often necessary to specify the temperature characteristics of resistors and
capacitors. The Temperature Coefficient of Resistance (TCR) and Temperature
Coefficient of Capacitance (TCC) are typically used for this purpose. These
temperature coefficients, which are generally expressed in terms of ppm/°C, are

defined by
dx
T

where x is the temperature-dependent value of either the resistor or the capacitor.

If the temperature coefficient is independent of temperature, then the value
of the component at a temperature 7, can be obtained from its value at temperature
T\ by the expression

TC = lxl 108ppm/°C (2.2-5)

x(Ty) = I{Tl)elTC{Tz_Tll“ﬂﬁ] (2.2-6)

which is often closely approximated by
X(T») = x(T)[1 + (T, — T))(TC/10%)] 2.2-7)

If the TC is a function of temperature, then the previous expressions are good
only in local neighborhoods of T. The value of TC, which can be eitheir positive
or negative, is determined by the material properties and is often quite small.
The absolute values of TC are often less than 1000 ppm/°C. Unfortunately, since
integrated circuits are often expected to operate over a relatively wide temperature
range (0-70°C commercial or —55 to 125°C military) the effects of the TC can

be significant.
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Some resistors and capacitors, in addition to being temperature dependent,
are also somewhat voltage dependent. This voltage dependence introduces non-
linearities in circuits using these devices along with the corresponding harmonic
distortion (THD) in many applications. The voltage dependence of resistors and
capacitors is characterized by the voltage coefficient, defined by

1

10ppm/ V (2.2-8)

dv

where x is the voltage-dependent value of a resistor or capacitor. The voltage
coefficient is analogous to the temperature coefficient, as can be seen by com-
paring Eqs. 2.2-5 and 2.2-8. -

VC=L-1—[dI
X

2.2.1 MOS Processes

A brief qualitative discussion of the principle of operation qf the MOS transistor
at dc and low frequency is now presented to provide insight into the }leOS process
itself. A detailed quantitative presentation about modeling these devices appears

in Chapter 3.

OPERATION OF THE MOSFET. Consider the n-channet enhancement MOSFET
shown in Fig. 2.2-2. In the cross-sectional views it can be seen that the gate (Metal

or conductor) is over the insulator (Oxide), which is in turn over the substrate
(Semiconductor). The source of the acronym MOSFET should be apparent. If the
substrate is tied to the source as shown in Fig. 2.2-2b, then with a zero gate—
source voltage the n-type drain and source regions are isolated from each other by
the p-type substrate, preventing any current flow from drain to source. A depletion
region also forms between the n* drain and source regions and the lightly doped
substrate, as depicted in Fig. 2.2-2b-f. The corresponding pn junction is reverse

biased under normal operation and has minimal effects on current flow at dc and
low frequencies.

If a positive gate voltage is applied, electrons will start to deplete the sub-
strate near the surface under the gate. This tends to deplete the p-type substrate in
this region and form what is called a depletion region under the gate. A simpli-
fied pictorial presentation of this situation is shown in Fig. 2.2-2¢.

If the gate voltage is increased sufficiently, a number of electrons will be
attracted to the substrate surface under the gate sufficient to make this region
n-type. This n-type region, which is created electrically (by the electric field
established by the gate bias) in the p-type substrate, is called an inversion layer.
The gate—source voltage necessary to create the inversion layer is called the
threshold voitage, V1. The inversion layer, shown in Fig. 2.2-24, is often termed
the channel of the MOSFET.
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(a} top view (b) Vgs=0, Vpg =0 (cutoff)
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(€) 0< Vgg < V7. Vg = O (cutoff) (d) Vgs> V5, Vpg =0 (ohmic)
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FIGURE 2.2-2
Operation of n-channel MOSFET (horizontal and vertical scale factors are different).
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Once the inversion layer is created, current will flow from the drain to
source or source to drain if a small voltage is applied between these regions.
The insulator under the gate prevents any gate current from flowing, thus forcing
the current entering the drain to be equal to that leaving the source. Increasing
the gate—source voltage beyond the threshold voltage brings additional electrons
under the gate, causing an increase in the thickness of the inversion layer and
increased current flow from the drain to source (or source to drain) under a fixed
drain-to-source bias. If a large drain—source (or source—drain) voltage is applied,
this voltage itself will tend to deplete the inversion layer due to the potential drop
across the region caused by the current flow. A cross section of the device is
shown under a small drain-to-source bias in Fig. 2.2-2¢ and under a large drain-
to-source bias in Fig. 2.2-2f. For a fixed gate—source voltage, there is a value
of Vps that effectively pinches off the channel near the drain. This does not
cause a decrease in drain current (/p), for if it did, the inversion layer would
immediately reappear since the channel current itself causes the pinching of the
inversion layer. If the value of Vpg is increased further, the drain current will
remain nearly constant.

When the gate—source voltage is greater than the threshold voltage, the
MOS transistor is said to be operating in the ohmic region prior to the pinching
of the channel and in the saturation region when the channel is pinched off. If the
gate—source voltage is less than the threshold voltage, almost no drain or source
current will flow even when a bias is applied to the drain and source contacts.
In this case the device is said to be curoff. The relationship between I'p, Vps,
and Vs for a typical MOSFET, termed the output characteristics, is shown in
Fig. 2.2-3, along with the ohmic and saturation regions of operation. The cutoff
region is the Ip = O line in this figure. The gate current remains at Ig = 0 in
all three regions of operation.

The value of the threshold voltage is determined by the concentration of
the p-type impurities in the substrate. If some n-type impurities are added to
the region under the gate near the surface of the substrate, the threshold voltage
will decrease. If sufficient impurities are added, the region itself will become
n-type and the threshold voltage will become negative. An n-channel device with

a positive threshold voltage is termed an enhancement MOSFET and those with a
negative threshold voltage are termed depletion MOSFETs. MOS devices formed
in a p-substrate (or tub) and thus having n-type drain and source diffusions and
an n-type channel are termed n-channel transistors. Those formed in an n-type
substrate (or tub) with p-type drain and source diffusions and a p-type channel
are termed p-channel transistors. In contrast to the convention introduced above
for n-channel transistors, p-channel transistors with a negative threshold voltage
are termed enhancement devices and those with a positive threshold voltage are
termed depletion devices.
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Vas = 4V

Ve =35V

Vgs = 3V

Vgs =25V
Vas = 2V

" FIGURE 2.2-3
Vs Typical output characteristics for an
n-channel MOSFET.

Commonly used symbols for enhancement and depletion n- and p-channel
devices are shown in Fig. 2.2-4. Since the polarity of the substrate is often known
for either the NMOS or PMOS processes, the simplified notation shown in Fig.
2.2-4, which does not maintain this information in the device symbol, has been
widely adopted for both NMOS and PMOS devices.

2.2.1a NMOS Process

Although both NMOS and PMOS processes are currently available, the NMOS
process has been used more extensively in recent years. The NMOS process is
preferred because the characteristics of the n-channel MOSFET are preferable
to those of the p-channel MOSFET. This is attributable to a higher mobility
for electrons than for holes. The discussion that follows will be based upon the
NMOS process. Modifications of this presentation to describe the PMOS process
are straightforward and are thus left to the reader.

A discussion of a generic double-polysilicon, self-aligned silicon gate
NMOS enhancement/depletion process follows. This can be considered as a typ-
ical standard process although processes that offer more as well as less flexibility
are also standard. This process is similar to a widely used MOSIS NMOS pro-
cess augmented by a second polysilicon layer. The same basic approach used

here is used for other NMOS processes. The MOS transistors in this process are
similar to those depicted in Fig. 2.2-2, with the exception that polysilicon (a
good conductor) is used instead of metal for the gate. Field effect transistors with
polysilicon gates are also called MOS transistors or MOSFETs even though the
acronym MOS is no longer completely descriptive.
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61

CuuDuongThanCong.com

https://fb.com/tailieudientucntt


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

The devices that are available in this prErcess are

1. n—channel enhancement MOSFETsS.
2. n—channel depletion MOSFETsS.

3. Capacitors.

4. Resistors.

The method of physically constructing each of these components in this
process and interconnecting them to form the simple circuit shown in Fig. 2.2-
5 will now be addressed. Both top views and cross-sectional views are presented
in Fig. 2A.1 of Appendix 2A. Cross sections are along sections AA’ and BB’
of Fig. 2Ala. A summary of the major process steps appears in Table 2A.1
of Appendix 2A. Additional information about this process relating to layout
sizing rules, physical feature sizes, and electrical characterization parameters of
the generic NMOS process can be found in Tables 2A.2-2A.5 of Appendix 2A.
(Table 2A.3 appears in Plate 5 in the color plate insert.) The circuit designer
must present the top view of each mask level for fabrication but must have a firm
understanding of the cross-sectional view for effective design.

The method of physically constructing each of these components in this
process and interconnecting them to form the simple circuit shown in Fig. 2.2-
5 will now be addressed. Both top views and cross-sectional views are presented
in Fig. 2A1 of Appendix 2A. Cross sections are along sections AA’ and BB’
of Fig. 2Ala. A summary of the major process steps appears in Table 2A.l
of Appendix 2A. Additional information about this process relating to layout
sizing rules, physical feature sizes, and electrical characterization parameters of
the generic NMOS process can be found in Tables 2A.2-2A.5 of Appendix 2A.
(Table 2A.3 appears in Plate 5 in the color plate insert.) The circuit designer
must present the top view of each mask level for fabrication but must have a firm
understanding of the cross-sectional view for effective design.

Voo
'E M2
L._r"\_. Vo
v =
Vi A ' "4
[ - = owm B8
- | ~ FIGURE 2.2-5
Vanp A simple NMOS circuit.
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For the NMOS process, the starting point is a polished p-type silicon disc.,
The thickness of the disc is typically around 500 w. A layer of Si0O, in the
neighborhood of 1000 A thick is first added to the entire wafer using the oxidation
process. On top of this a layer of Si3N, (about 1500 A thick) is applied by the

CVD process. Following the application of a layer of photoresist, Mask #1 is
used to pattern the surface. Mask #1, which is often called the moat, or n*
diffusion mask, defines in photoresist the drain, source, and channel regions
of all transistors as well as any other regions where n™ implants are desired.
After exposure, development removes the photoresist layer in areas that are
not to be moat ( i.e., the complement of the moat, or the anfimoar). A top
(Mask #1 pattern) and cross-sectional view at this stage of what will be the
two transistors appear in Fig. 2A.1a. The SizNy is then etched from the areas not
protected by the photoresist. A high-energy implant of p-type impurities (typically
boron) is then applied to the entire wafer. The remaining photoresist protects
the moat regions from this implant. This heavy implant is used to raise the
threshold voltage in the antimoat region (often called the field) and to provide
electrical isolation between adjacent devices. After this field implant and a drive
in diffusion, the remaining photoresist is stripped. A thick layer of SiO, (about
10,000 A) is then thermally grown by the oxidation process over the wafer.
This layer is formed in the field, but no oxidation can take place in the region
protected by the SizN4 because Si3Ny does not oxidize. The thick field oxide
layer is termed a local oxidation layer and is often called LOCOS. The oxidation
consumes some of the substrate silicon. The second cross section in Fig. 2A la
shows the state of the wafer following growth of the field oxide. This corresponds
to Step 10 in the process scenario of Table 2A 1. Following removal of the SizNy,
the thin layer of SiO, under the Si3Ny is stripped and another SiO, layer is
grown.

With the moat now protected only by the very thin SiO, layer, a light n-
type implant over the entire wafer can be applied (optional) to set the threshold
voltage of the enhancement devices. This implant is light enough so that all p-
type regions remain p-type. If used, the implant is applied to the entire wafer to
avoid the need for an additional mask.

A heavier selective implant is required in regions that are to serve as the
channels of depletion transistors. To achieve this, a second layer of photoresist is
applied to the entire wafer, and the second mask, Mask #2 (termed the implant
mask), is used to pattern the photoresist so that only the channel regions of
depletion transistors are unprotected. Another n-type implant is used to make
the exposed regions n-type with the remaining photoresist serving as an implant
mask. After stripping the photoresist, the wafer is as shown in Fig. 2A.1b. This
corresponds to the status of the wafer at Step 19 in Table 2A 1.
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Direct contacts between the lower polysilicon layer and moat are termed
buried contacts. In the process scenario of Table 2A.1 this is listed as an optional
step and is not used in the layout shown in Fig. 2A.1 although it could be used, if
available, to reduce the area required for contacting the gate of M2 to its source.
To make a buried contact, the thin gate oxide must be patterned and etched
to remove the insulating SiO, layer and create paths (vias) through which the
following polysilicon layer can contact the moat. Mask #A is used to pattern
the buried contact vias. Although the buried layer contact can reduce area, the
additional processing costs needed to provide this feature are often not justified;
hence the buried contact feature is often not available in NMOS processes.

After stripping of any thin oxides that may be present at this stage in the
moat region, a uniform thin layer of SiO,, often termed gare oxide (200 to 1000
A thick), is grown on the surface of the wafer. Stripping and regrowing provide
better control of the critical gate oxide thickness. A layer of polysilicon (termed
POLY I), which is about 2000 A thick, is then deposited on the surface of the
entire wafer. This is covered with photoresist, patterned with Mask #3, and
etched to remove unwanted POLY 1. The POLY I layer is used as gates for both
enhancement and depletion transistors, as a plate for capacitors, as a conductor,
and for resistors. The formation of a capacitor, a resistor, and enhancement and
depletion transistors can be seen in Fig. 2Alc. This corresponds to Step 27 in
the process scenario of Table 2A.1. Note that the POLY I layer is over gate oxide
in cross section AA’ and above field oxide in cross section BB'.

The remaining uncovered thin layers of SiO; are stripped and another thin
layer (500-1000 A) of SiO, is again grown over the entire surface. This serves as
the dielectric for POLY I-POLY II capacitors, as an insulator for POLY I-POLY
IT crossovers, and as the gate oxide for transistors that use the POLY II layer as
the gate. The thickness of this oxide layer is often ideally the same as that of the
first gate oxide layer. By stripping the unexposed oxide and regrowing, a buildup
in the depth of the oxide layers is prevented and more uniformity is attained.
A second layer of polysilicon (termed POLY II) is then deposited, followed by
photoresist and patterning with Mask #B. In the circuit shown in Fig. 2.2-5,
the POLY II layer is used only for the upper plate of the capacitor, as shown
in Fig. 2A.1d (Step B.9 of Table 2A1). Note that it is slightly smaller than the
underlying POLY I layer. This difference is standard practice when trying to
accurately match capacitors to make one plate a little smaller than the other so
that the smaller plate will effectively define the capacitor area independent of
slight misalignments of the two plates. Additional practical considerations that
further improve matching will be discussed later.
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After stripping the thin SiO; layers, an n™ diffusion is applied to the entire

wafer. The field oxide and polysilicon layers serve as masks to the diffusion
and prevent impurities from reaching the substrate in the protected areas. The
n* diffusion creates the n-type drain and source regions of all transistors and
makes any other unprotected moat areas n-type. The portion of the light depletion
diffusion that is not protected by the polysilicon gates also becomes more heavily
doped. Note that although no mask is used at this step, the n™ diffusion mask,
which was used as the first masking step, has essentially determined the n*
diffusion regions fabricated at this step. The n* diffusion also penetrates into
any exposed polysilicon layers, increasing the conductivity in these regions. The
n* diffusion depth is about 5000 A. It will be seen in the section discussing
process parameters that the sheet resistance for POLY I and POLY I layers is
about the same but that the sheet resistance of POLY I under POLY II is higher.
This is due to the absence of the additional n™ diffusion in the lower layer. Since
the polysilicon gates serve as masks for the n™ drain and source diffusions, the
process is said to be self-aligned. In a self-aligned process, small misalignments
of the gate (POLY I or POLY II) masks will not affect the gate geometry or
dimensions, nor will they make the transistors nonfunctional.

Next, another insulating layer is deposited over the wafer surface. Doped
deposited oxide, such as PSG, is often used for this purpose. This rather thick
layer, ~ 6000 A, serves as an insulator between the uppermost polysilicon layer
and the subsequent metal layer. The field oxide depth is further increased with
this deposited oxide layer. The entire wafer 1s again covered with photoresist,
and Mask #4 (actually the fifth or sixth mask if POLY II and/or buried contact
options are available) is used to pattern contact openings for the purpose of
obtaining electrical contact from the top with the desired components. After the
photoresist is developed, an etch that attacks the insulating layer but does not
affect polysilicon or silicon makes the required openings. This etch is stopped
in the vertical direction only by polysilicon or the single-crystal silicon of the
substrate. The wafer takes the form shown in Fig. 2A.1e (Step 34 of Table 2A.1).

Metal (typically aluminum) is then deposited over the entire wafer, followed
by another layer of photoresist. This metal layer is typically about 7000 A
thick. This photoresist is patterned by Mask #5, followed by an etch to remove
unwanted metal. The metalization is used to interconnect components and provide
external access to the integrated circuit. A metalization that interconnects the four
basic components to form the circuit shown in Fig. 2.2-5 is shown in Fig. 2A.1f
(Step 40 of Table 2A.1).
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Large, square metal areas, called bonding pads, are needed to allow for
contact with the IC package. Small bonding wires will later be connected from
these pads to the pins on the IC package. These pads are also patterned with the
metalization mask but are not shown in Fig. 2A.1f because of the large amount
of area required for bonding pads relative to that needed for the components in
Fig. 2.2-5.

A bonding pad is shown in Fig. 2A.lg. Four of these would be needed to
interface the circuit of Fig. 2.2-5 with the IC package. The Vg contact comes
from the bottom side of the substrate. The bonding pad size has remained
relatively constant for a long period of time even though considerable reductions in
feature size of geometries on the die itself have been experienced. This is because
the methods of physically mounting the die in packages and interconnecting the
bonding pads to the pins in the package have not changed much. With bonding
wires typically about 1 mil in diameter, it is difficult to reduce bonding pad size
significantly.

The entire surface is finally covered with a passivation layer (often called
glass or p-glass) to provide long-term stability of the IC by minimizing atmo-
spheric contamination. A layer about 10,000 A thick is often used for passivation.
Since this layer is also an electrical insulator, it 1S necessary to again pattern it
and make openings above the metal pads to allow for attaching the bonding wires.
The final mask, Mask #6, is used for this purpose and is shown in Fig. 2A.lg.

For the simple circuit of Fig. 2.2-5, the area required for the bonding pads
dominates that needed for the circuit itself. For simple circuits this is generally
the case but as the complexity of the circuit increases, the percentage of the total
area required for bonding pads becomes quite small.

Giving the information for each mask separately, as was done in Fig.
2A.1, makes it difficult to perceive the entire circuit and determine layer to layer

alignment. Sophisticated software packages termed layout editors are widely used,
in which layers are color-coded and displayed simultaneously on high-resolution
monitors. A single layout that simultaneously shows all mask information is
shown in color in Plate 2. A color convention has been established for distin-
guishing separate layers. The color convention adopted in Plate 2 corresponds
to that used in the MOSIS process and is discussed in more detail later in this
chapter. -

An interesting observation can be made from the layout of the MOS tran-
sistors of Fig. 2A.1. The MOS devices are totally geometrically symmetric with
respect to drain and source and so must also be electrically symmetric. The des-
ignation of drain and source is thus arbitrary. In many applications a convention
has evolved for convenience and consistency in device modeling in regard to drain
and source designation. This convention will be discussed in Chapter 3. When
appropriate, we will follow the estdblished convention throughout this text.
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In the process described, séveral alternative methods for constructing resis-
tors and capacitors are available. For example, a region of moat with two contacts
can be used as a resistor, and a capacitor can be made between POLY I and metal.

Processing step modifications such as omission of one polysilicon layer,
omission of the depletion mask, substitution of metal gates for the polysilicon
gates, and addition of another mask and implant to create enhancement tran-
sistors with two different threshold voltages are possible and common. Process
procedure modifications such as using diffusions instead of implants; changing
types of impurities; varying the thickness of oxide, polysilicon, or metal layers;
including or excluding oxide stripping and regrowing steps; and changing types
of photoresist are widespread and play major roles in yield, fabrication costs, and
performance. The IC design engineer must be familiar with the process steps that
will be used in fabrication when embarking on a new design.

For the process just described, it is the responsibility of the circuit designer
to provide all information necessary to construct the seven masks shown in Fig.
2A.1. The size, shape, and spacing of the components are judiciously determined.
The size and shape affect the performance of the circuit and are at the control of
the circuit designer for optimizing performance, within constraints of minimum
allowable size as determined by the capabilities of the process and maximum size
as determined by economics. The spacing is also constrained by the capabilities
of the process itself. The spacing and sizing specifications are obtainable from the
design rules of the process, which are discussed later in this chapter. A process
engineer will typically be responsible for providing design rules for a particular
process.

2.2.16 CMOS Process

A discussion of a typical generic single-polysilicon silicon gate, p-well, n-
substrate CMOS process follows. As in the NMOS case, variants in this process —
such as a second metal layer, a second polysilicon layer, additional implants,
oppositely doped substrate, or metal gates —are also well established. The devices
available in the CMOS process under consideration are

1. n-channel MOSFETs.
2. p-channel MOSFETsS.
3. Capacitors.

4. Resistors.

5. Diodes.

6. npn bipolar transistors.
7. pnp bipolar transistors.
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The diodes and bipolar transistors are often considered parasitic components
and are generally not extensively used as components in the circuit design itself.
The process is tailored to maintain optimal characteristics in the n- and p-channel
MOSFETs at the expense of poor characteristics for the bipolar transistors.

A method of physically constructing each of the first four components
in the list will be considered. The approach followed here is similar to that
followed for the NMOS process except that all mask details are included on
the single layout of Fig. 2B.1 of Appendix 2B. A color version of this figure
appears in Plate 3. Fewer details about oxide growth, photoresist application
and patterning, and so on are provided since these steps are very similar to the
corresponding steps for the NMOS process. Cross-sectional views along AA' and
BB’ in Fig. 2B.1a after each major step are shown in Fig. 2B.1. Interconnections
follow the approach used in Section 2.2-1a@ for the NMOS process and are
not discussed here. A summary of the major process steps appears in Table
2B.1. Additional information about this process relating to layout sizing rules,
physical feature sizes, and electrical characterization parameters of the generic
CMOS process can be found in Tables 2B.2-2B.5 of Appendix 2B. The process
dcscribcg here is very similar to the 3 u CMOS/bulk process available through
MOSIS.

The starting point of this CMOS process is a polished n-type silicon disc.
A layer of SiO, is first grown on the entire disc, followed by the application
of a layer of photoresist. This photoresist is patterned with Mask #1 to provide
openings for a p-tub (alternatively, p—well), which will serve as the substrate for
the n-channel MOS devices. Either a deposition or implant is used to introduce
the p-type impurities that form the tub. This diffusion is quite deep (about 30,000
A). The remaining photoresist and SiO, are then stripped, a thin layer of SiO,
regrown, and the entire surface covered with a layer of SizNj4.

Mask #2, termed the moat mask or the active mask by MOSIS, is used
to pattern the SizN4 layer. The Si3Ny layer is then etched away except above
the regions that are to be the n* and p™ diffusions or channel regions for the
n-channel and p-channel MOSFETSs. These diffusions will be added by subsequent
processing steps to form drain and source regions for MOSFETs as well as to
form guard rings. These protected regions are again termed moat. After the SizN,
layer is opened, the remaining photoresist is stripped. Figure 2B.1b depicts the
wafer after Step 15 of the process scenario of Table 2B.1.

An optional field threshold adjust step may be introduced at this point. This
field threshold adjust would be used to raise the threshold voltage in the n-type
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substrate in regions that will not contain devices. This will provide increased iso-
lation between the p-channel transistors. Although an additional mask is required
for this field adjust (Mask #A1 of Table 2B.1), the mask would be the comple-
ment of the union of the p-well mask and the active mask, Masks #1 and #2.
As such, this mask information would be generated automatically and need not
be separately provided by the designer.

A thick layer of field oxide (typically 10,000 A) is grown in the regions not
protected by the remaining Si;Ny4 that was patterned with Mask #2. The Si3Ny,
along with the remaining SiO; that was under this layer, are then stripped. The
wafer at this stage is as depicted in Fig. 2B.1c. This corresponds to Step 18 in
the process scenario of Table 2B.1. Note that along cross section AA' several
isolated areas are not protected by the field oxide. These areas will be used for
fabricating transistors and guard rings. No breaks in the field oxide appear in the
BB’ cross section. This corresponds to the region where the resistor and capacitor
will appear; these devices are fabricated on top of the field oxide.

Next, a thin, uniform layer of SiO, (200 to 1000 A), called in this case gate
oxide, is regrown. A layer of polysilicon (typically 2000 A) is then deposited,
covered with photoresist, and patterned with Mask #3. This polysilicon layer,
termed POLY or POLY 1, is used for the gates of all transistors, as a plate on
capacitors, for resistors, and for interconnects. Following etching and stripping,
the wafer takes the form shown in Fig. 2B.1d. This corresponds to Step 25 in
the process scenario of Table 2B.1.

An optional second polysilicon layer, termed POLY II, could be included
here, as provided in the process scenario. The second polysilicon layer is not
depicted in Fig. 2B.1. This second polysilicon layer would be separated from
the first by a thin (500 to 1000 A) insulating layer of SiQ,. The main purpose
of the second polysilicon layer would be for the formation of capacitors with
POLY I and POLY II as electrodes, although this layer would also find some
use in interconnects and crossovers if available. The capacitance density and
electrical characteristics of the poly—poly capacitors are more attractive than those
obtainable with other capacitors available in this process. An additional mask,
termed the POLY II or electrode mask, is needed to pattern this polysilicon layer.
The etch of both the POLY I and POLY II layers produces an abrupt, sharp edge,
making reliable coverage of this edge with thin material difficult. Since the oxide
between POLY I and POLY II is thin, crossing of a POLY I boundary with
POLY II may result in either a break in the POLY II or a shorting of POLY I
and POLY II. To circumvent these problems, the crossing of a POLY I boundary
with POLY II is often not permitted.
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At this stage the drain and source diffusions for both the n-channel and
p-channel transistors are added. Although two different types of diffusions and
hence two separate masks are required, the designer need specify only one of
the two masks. In this process, only those areas not protected by field oxide
are capable of accepting any diffusion impurities. This is termed the moat, or
active, region. It is further provided in this process that any moat area that is not
exposed to n-type impurities will be exposed to p-type impurities. Consequently,
the designer selects those moat regions that are to become p-type with Mask #4,

which is termed the p* select mask. The n* select mask (Mask #5), which is
used to pattern those regions of moat that are to become n-type, is automatically
generated from the complement of the p* select mask intersected with the moat
(active) mask. p* select is used in the substrate to form p-channel transistors and
interconnects and is used in the p-well to provide ohmic contact to the p-well as
well as for guard rings.

Correspondingly, n™ select is used in the p-well to form n-channel transis-
tors and interconnects, and in the substrate to make top ohmic contacts as well as
additional guard rings. Further comments about guard rings and their role in latch-
up protection appear in Section 2.4. As was the case in the NMOS process, the
polysilicon layer or layers are patterned prior to the p* and n* diffusions. The
polysilicon that lies in the moat serves as a diffusion mask for these diffusions
and provides self-alignment of the gate with the drain and source regions.

The n* and p* diffusions are much shallower than the p-well diffusion
and are typically in the 5000 A and 7000 A ranges, respectively. Following the
p* and n™ diffusions, which occur prior to Step 36 in the process scenario, the
cross-sectional profile is as shown in Fig. 2B.1le. The n-channe]l and p-channel
transistors, along with the ohmic contacts and guard rings, are clearly visible at
this stage. A thick insulating layer, which is a deposited oxide (often PSG), is
then placed over the entire wafer. This insulating layer is about 6000 A thick and
serves as an insulator between the uppermost polysilicon layer and the subsequent
metal layer. This causes a further thickening of the field oxide and is depicted
above the dashed interface of the field oxide layer shown in Fig. 2B.1f.

Mask #6 is used to pattern contact openings. Areas unprotected by pho-
toresist after patterning are etched away. This etch will consume insulating layers
but is stopped by either polysilicon or the silicon substrate. This provides for
metal contact of either a polysilicon layer or a p* or n* diffusion depending on
which is the uppermost layer present.

After the contacts are opened, metal is applied uniformly to the wafer and
patterned with Mask #7. This is termed the metal mask (or, if subsequent metal
layers are to be added, the metal 1 mask). This corresponds to Step 48 in the
process scenario and the cross section of Fig. 2B.1f.
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An optional second metal can be added at this stage. This requires two
additional mask steps, one for making contact with underlying metal 1 and the
other for patterning the second metal layer. The mask used to pattern the contact
openings, or vias, between the two metal layers is termed the via mask. Polyimide
is often used as the insulating layer between the two metals because it offers
advantages in step coverage over other commonly used insulating layers.

Following application of a passivation layer, often termed p-glass, the
passivation is opened above the bonding pads to provide for electrical contact
from the top with Mask #8. This is often termed the glass mask. The pad layout
is similar to that discussed for the NMOS process and depicted in Fig. 2Alg.

This completes the CMOS processing steps for the generic CMOS process
scenario of Table 2B.1. The resistor, capacitor, n-channel MOSFET, and p-
channel MOSFET should be apparent from Figs. 2B.1a and 2B.1f.

2.2.1c Practical Process Considerations

The equipment needed for the CMOS process is basically the same as is needed
for the NMOS process previously described. With this equipment the minimum
feature size for the CMOS process is comparable to that for the NMOS process.
It should be noted that eight masks and considerably more processing steps than
are required for the basic six-mask NMOS process are needed for this CMOS
process. In addition, it will be seen later that considerably more area is required
for the same number of devices in a CMOS process than in an NMOS process
with the same feature size. The increase in size is due largely to the required
size of the large p-tubs and the n- and p-type guard rings. These increases in
area are, however, often offset by less complicated designs and/or the superior
performance that is attainable with the CMOS process.

Several physical and processing-dependent material characteristics cause the
physical MOSFET to differ from the ideal. The processing-dependent material
characteristics will be considered first.

WIDTH AND LENGTH REDUCTION. A typical cross section of the n-channel
MOSFET along EE' and FF' of Fig. 2B.1a is compared with the ideal in Fig.
2.2-6. These cross sections are intentionally not to scale so that they will better
illustrate the actual characteristics.

It will be seen later that the width and length of the MOSFET are key param-
eters at the control of the designer that play a major role in device performance.
The width, W, is the width of the moat, or active, region as depicted in Fig. 2.2-
6a, which corresponds to the EE’ cross section of the MOSFET, and the length
L is the distance between the drain and source diffusions, as indicated in the FF'
cross section of Fig. 2.2-6¢. It should be emphasized that the device dimensions
are determined by the size of the intersection of the poly mask and the active
mask and not by the dimensions of the poly pattern that forms the gate.
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FIGURE 2.2-6
Width and length reduction in MOSFETS.

In the typical cross section of Fig. 2.2-6b, it can be seen that during the
field oxide growth, encroachment into the active region effectively reduced the
width of the tramsistor. This oxide encroachment is termed bird’s beaking due
to the distinctive shape of the encroachment. This is particularly troublesome
because the width of the transistor is no longer precisely defined and because the
exact amount of width reduction is not easily controllable. A second factor that
affects the effective width is the accuracy with which the protective Si;Ny4 layer
used to pattern the field oxide can be controlled. The effective width of this layer
is affected by both the patterning of the photoresist and the problems associated
with etching that were discussed in Section 2.1. In addition, since a thin SiO,
layer (200-800 A) is applied prior to the SisN, to minimize mechanical stress at
the Si;N, interface, the encroachment of the Si0O; growth also limits accuracy.

Similar problems in controlling the length of the transistor exist, as indicated
in Figs. 2.2-6¢ and d. The major source of length reduction is associated with the
lateral diffusion of the drain and source diffusions, which are difficult to precisely
control. Assuming the lateral and vertical diffusion rates are equal and that the
diffusion depth is 5000 A, the total length reduction due to lateral diffusion, since
it diffuses in from both ends, would be around 1 . This i1s very significant and
problematic in short channel transistors. Other factors that affect the effective
length are the accuracy in patterning the photoresist that defines the polysilicon
gate length and the accuracy in controlling the polysilicon gate etch itself.
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In summary, both length and width reduction are inherent with existing
processing technologies. Although they can be partially compensated for by
considering these reductions during design or automatically adjusting (termed
size-adjusr) the geometrical database to over- or undersize the appropriate mask
geometries, these effects are difficult to precisely control, and the exact width
and length of the device are difficult to define. These effects are particularly
troublesome for small geometries with device dimensions in the 1 w or smaller
range. Partial compensation with the mask size-adjust is often provided, thus
allowing the designer to assume that the nominal value of the actual dimensions
on silicon agree with those specified on the design.

LATERAL WELL DIFFUSION. Lateral diffusion associated with the creation of
the p-well also deserves mention. The depth of the p-well is about 3 u and,
the lateral diffusion associated with the well formation is comparable. Although
not a major factor limiting device performance, this lateral diffusion consumes
considerable surface area and forces the designer to leave a large distance between
isolated p-wells and between any p-well and p* diffusion in the substrate, thus

increasing chip cost by increasing die area. One way to partially minimize the
impact of the large amount of area associated with well boundaries is to group
large numbers of n-channel transistors into a single p-well when the wells for
these transistors are to be tied to the same potential. Tradeoffs between these area
savings and the corresponding increase in interconnect area must be made.

LATCH-UP. The physics of layered doped silicon is also problematic. It is well
known that a four-layer sandwich of doped material, npnp or pnpn, forms a Silicon
Controlled Rectifier (SCR). Once an SCR is “‘fired” (switched to on conducting
state), it continues to conduct until the gate signal is removed and current flow is
interrupted. Several parasitic bipolar transistors and an SCR are identified on the
cross section of Fig. 2.2-7 which is based on Fig. 2B.1f. Several diodes can also
be identified. Although this CMOS process has not been optimized for obtaining
good performance of these bipolar devices, there are limited practical applica-
tions of some of the diodes and bipolar transistors. The SCR, however, is very
undesirable and if it is caused to fire, excessive current will usually flow, causing
destructive failure of the integrated circuit. The firing of the SCR is termed
latch-up in CMOS circuits. The CMOS designer must make certain that latch-up
cannot occur in any design.

Latch-up problems are strongly layout dependent. A theoretical treatment of
the latch-up problem is beyond the scope of this text, but a thorough understanding
of this problem is not needed for successfully designing CMOS circuits provided
the designer is familiar with layout techniques that circumvent the problem. Guard
rings are widely used to prevent latch-up. Exact requirements for guard ring
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placement will be determined once a particular CMOS process is defined. In some
processes, separate and additional n* and/or p™* diffusions are included specif-
ically for guard ring formation. This requires additional masks and additional
processing steps. In the CMOS process discussed in this section, no additional
masking or processing steps are required since the normal drain and source dif-
fusions are also used to fabricate guard rings.

. a " n—substrate
npn
transistor npnp pnp
SCR transistor
npn
transistor

FIGURE 2.2-7
Parasitic transistors in a p-well CMOS process.

One way to obtain latch-up protection in the generic CMOS process of this
section is to completely encircle every p-well with a p* guard ring. Such a guard
ring is shown in Fig. 2B.la around the periphery of the p-well. Metal contact
is made as often as possible to this guard ring to further reduce resistance. The
guard ring will then typically be connected via metallization to the lowest dc
potential in the circuit— Vgg or ground, for example. Although not shown in Fig.
2B.1a, encircling the p-well with an n* guard ring provides additional protection
and is also desirable. A partial n™ guard ring separating the p-well from the p-
channel substrate transistor can be seen in the same figure. As before, numerous
metal contacts are made to this guard and it is subsequently tied to the highest
potential in the circuit. '
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Breaks in a guard ring must be avoided since these breaks could provide
a path for breakdown. Consider first the p* guard ring in the p-well. Breaks
can occur one of two ways. The most obvious is to exclude a segment from
either the moat mask or the p™ select mask. The other way is to cross the
guard ring anywhere with polysilicon in the process described in Table 2B.1.
Such a crossing will cause a break because the polysilicon is patterned prior to
the p* diffusion and serves as a mask to this diffusion. The break would thus
occur under any polysilicon crossing of the intended guard ring. The exclusion
of polysilicon crossing of the guard ring is undesirable from a circuit designer’s
viewpoint because it complicates interconnection between devices in the p-well
and those outside the p-well; all interconnection crossings must be made of metal
to avoid breaking the guard ring. Polysilicon crossing of guard rings in other
process scenarios where a separate p™ guard ring diffusion is available may be
permissible. Correspondingly, breaks in the n™ guard ring will occur if a segment
is omitted from the active mask, if it is crossed with p* select, or if it is crossed
with polysilicon.

Although complete enclosure of the p-well with the n* guard ring is desir-
able, some designers using the generic CMOS process described in this section
use only the p* guard ring or have the p* guard ring and include the n* guard
material only between the p-channel transistors and the p-well, as depicted in
Fig. 2B.1a.

INPUT PROTECTION. Static breakdown is also of concern, and protection of
inputs must be provided to prevent destructive breakdown when handling the
devices. The major sources of concern are inputs that have a direct connection
to a region separated from the rest of the circuit only by thin oxide, such as gate
oxide or poly-poly oxide, with no direct connection to any diffused region. Such
inputs would include the gates of any transistors or any connection to a floating
polysilicon capacitor electrode. The breakdown is due to a destructive breakdown

of this thin oxide due to electric fields that exceed the oxide breakdown voltage.
As stated in Chapter 1, silicon dioxide will break down when electric fields are
in the 5 MV/cm to 10 MV/cm range. With 1000 A gate oxides, this would occur
for voltage inputs in the 50 V to 100 V range. Although these are beyond the
maximum allowable input voltages specified for a typical 3 u CMOS process,
these voltages are much less than the static voltages experienced when handling
these chips. The problem is even worse for thinner gate oxides. Such breakdown
is destructive and must be prevented. Input protection circuitry is used for this
purpose. This input protection must not interfere with the normal operation of
the circuit. A single simple protection circuit is typically developed and is used
repeatedly by connecting it to each pad that requires pmtectiup.
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One common protection scheme involves connecting the input pads through
a small polysilicon resistor to a reverse-biased diode that nondestructively breaks
down at voltages below the critical gate oxide breakdown voltage. The node
that is to be protected then becomes an internal node coincident with the node
corresponding to the interconnection between the protection resistor and the diode.
The resistor is used to safely limit peak current flow in the protection diode. In
the CMOS process described in this section, this diode would be constructed
by putting an n* diffusion in a p-well with a p* select guard ring around the
periphery of the well. This guard ring would be connected to the lowest potential
in the circuit, typically ground or Vss, and the n* diffusion would be connected
to the pad that is to be protected through the polysilicon resistor. This protection
circuit provides protection through the reverse breakdown voltage of the diode if
the input is positive and through normal forward-biased diode conduction if the
input is negative. For the NMOS process, single diode protection can be attained
by connecting the critical node through a polysilicon resistor to an nt diffusion.
No guard ring is available or required in an NMOS circuit.

An alternative that provides all protection through normal forward-biased
diode conduction is obtained if a second diode of opposite polarity shunts the diode
just described. This diode is constructed from a p™ diffusion in the substrate,
with the n-substrate connected to the highest potential in the circuit and the p™*
diffusion connected to the intersection node of the first diode and the polysilicon
resistor. It is recommended that this p* diffusion be encircled by an n* guard
ring, which also would be connected to the substrate. Under normal operation
the diodes in the input circuitry do not conduct, so the input protection is ideally
transparent to the user. Actually, the diodes do contribute to a small amount of
leakage current. They also contribute to a small parasitic capacitance connected
to an ac ground, which may be of limited concern in some applications.

Although the input protection schemes discussed could be used on any input
or output pad, such circuitry is generally not required on pads that are already
directly connected to a diffusion region, even if they are also connected to layers
separated by thin oxide from other nodes in the circuit, because the diffused
region itself forms part of the diode and thus provides inherent self-protection.
Nevertheless, care should always be exercised when handling any MOS devices,
even if good circuit-level protection has been included, to reduce the chance of
destroying the integrated circuit by static breakdown.
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2.2.2 Bipolar Process

The basic active devices in the bipolar process are the npn and pnp transistors. These
names are descriptive since the devices are constructed with three layers of n- or p-
type semiconductor material, with the middle layer different from the other two.
These layers can be fabricated either laterally or vertically. A simplified pictorial
description of these transistors, including the established symbols for the devices,
appears in Fig. 2.2-8. Several excellent references discuss the basic operation of the
BJT.?"12~!7 The modeling of the BJT is discussed in Chapter 3. As will be seen later,
the characteristics of the collector and emitter regions as well as their geometries
are intentionally different and as such the designation of the collector and emitter
contacts is not arbitrary. The convention that has been established for designating

the collector and emitter contacts will be discussed in Chapter 3.

npn

pnp

FIGURE 2.2-8
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Bipolar transistors.
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The components available in the bipolar process are

npn bipolar transistors,
pnp bipolar transistors.
Resistors.

Capacitors.

Diodes.

Zener diodes.

Junction Field Effect Transistors (JFETs)—not available in all bipolar
processes.

A O

A familiarity with the process is crucial to utilizing this wide variety of
components in the design of an integrated circuit. Unlike discrete component cir-
cuit design with these same devices, whose characteristics can be specified over
a wide range and which can be connected in any manner, the basic characteris-
tics of the devices available for bipolar integrated circuits are determined by the
process and the range of practical values and parameters is severely limited. In
addition, the methods of interconnection are strictly limited, the basic devices
have characteristics that are quite temperature dependent, and the passive com-
ponent values are typically somewhat dependent on the signal applied. In spite
of these restrictions (to be discussed later), very clever analog and digital bipo-
lar integrated circuits have evolved. The bipolar process is used for the popular
TTL, ECL, and I2L digital logic families as well as a host of linear integrated
circuits, including the 741 operational amplifier, the 723 voltage regulator, and
the 565 phase locked loop. Although minor variances in the processing steps are
common, the major differences are in device sizes and impurity concentrations
and profiles. The discussion of a typical seven-mask bipolar process follows. The
major process steps are outlined in Table 2C.1 of Appendix 2C.

The construction of npn transistors, pnp transistors, resistors, and capacitors
will be considered. The location of these components can be seen in the top view
containing mask information shown in Fig. 2C.1a of Appendix 2C.

The starting point in this bipolar process is a clean, polished p-type silicon
wafer. A layer of SiO, is first grown over the wafer. Following application of
a layer of photoresist, Mask #1 is used to pattern the n* buried layer. The n*
buried layer serves the purpose of decreasing collector resistance and minimizing
the parasitic current flow from collector to substrate in npn transistors. It also
helps decrease the base resistance in lateral pnp transistors. Either a deposition
or implant, followed by a drive in diffusion, can be used to introduce the n-
type impurities into the substrate through the openings provided by Mask #1. A
layer of oxide, which grows during the diffusion, is then stripped. After the n*
diffusion the wafer takes the form shown in Fig. 2C.1b.
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An n-type epitaxial (crystalline) layer is then grown over the entire wafer.
The thickness of this layer typically varies between 2 w and 15 w, with the
thinner layers used for digital circuits and the thicker layers for analog circuits.
This layer will be used for the collector region in npn transistors. The epitaxial

layer is shown in Fig. 2C.l¢. Note that some of the impurities in the buried layer
have migrated (or out-diffused) into the epitaxial layer during its growth. A thick
layer of SiO; (typically 5000 A) is then grown over the entire surface.

Mask #2 is used to pattern the SiO, layer for the p™ isolation diffusion.
Si0; is etched from the areas not photographically protected by Mask #2 to allow
for this drive in diffusion following a p* deposition. The p™* isolation diffusion is
used to electrically separate adjacent transistors. It is wide and deep since it must
completely penetrate the epitaxial layer to provide the required isolation. The
wafer at this stage is as shown in Fig. 2C.1d. Although the isolation diffusion
is shown with vertical edges in the figure, lateral diffusion, typically comparable
to the vertical diffusion, causes significant out-diffusion laterally under the oxide
layer, thus making the top of the channel stop considerably wider than the bottom.
Following this diffusion, another thick layer of SiO, is grown over the entire
wafer.

An optional shallow, high-resistance p-diffusion could be added at this step.
This is not depicted in Fig. 2C.1 but is listed as an option in Table 2C.1. This
step would provide a mechanism for making practical diffused resistors in the 1
k€ to 20 k{2 range. A typical sheet resistance of this region would be 1 k{}/0 to
2 k)/O ., Mask #A in Table 2C.1 is used to pattern these regions.

Mask #3 is used to pattern the SiO, layer and define the base regions for
the npn transistors as well as the collector and emitter regions for lateral pnp
devices. A p-type deposition and a subsequent drive in diffusion create these
regions in the unprotected areas. This diffusion is much shallower than was
the isolation diffusion and must not penetrate the epitaxial layer. The isolation
mask openings provided by Mask #2 are typically reopened with Mask #3 to
provide a few additional p-type impurities. The wafer at this stage is shown in
Fig. 2C.1e.

Following growth of another layer of SiO;, Mask #4 is used to pattern the
emitter regions for the npn transistors. An n* deposition followed by a drive in
diffusion creates the emitter regions. Openings are also made in the oxide above
the collector to add small n™ wells in the lightly doped collector region to provide
for better electrical contact from the surface. The integrated circuit at this stage
is as depicted in Fig, 2C.1f. The emitter diffusions must be shallow so as not to
penetrate the relatively shallow p-type base regions already created. The amount
and profile of the impurities in the n* emitter regions and the thickness of the
p-type base region, which is now sandwiched between the n* emitter and the n-
collector, strongly influence the gain of the transistor.
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Mask #3 is used to pattern contact openings to allow for top contact of
the circuit with the metallization. The entire circuit is then covered with a thin
layer of metal. Mask #6 is used to pattern the metal, followed by the addition of
a passivation layer. The completed cross-sectional view of the four components
under consideration is shown in Fig. 2C.1g. Mask #7 patterns pad openings to
allow for electrical contact to the bonding pads.

Two modifications of this process deserve mention. One involves adding
a deep collector diffusion. This requires an additional masking step and is used
to diffuse impurities under the area where the collector contacts are to be made.
This step would occur either before or after the isolation diffusion and is used to

extend n™ impurities all the way from the surface to the buried layer. Since this
is such a deep diffusion, an area penalty in the collector is experienced. The deep
diffusion is used to reduce collector resistance in high-current applications. The
second modification involves adding an additional p-diffusion in the p-channel
stops. This also requires an additional mask step and is used to avoid surface
inversion in high-voltage parts. With the exception of open collector circuits, this
step 1s not common in basic logic parts.

The npn and pnp transistors in this process are depicted in Fig. 2.2-9.
The npn transistor is called a vertical npn device since the emitter, base, and
collector regions are stacked vertically. It can now be seen that the n* buried
layer decreases the collector resistance that must be modeled in series with the
collector.

The pnp transistor is called a lateral device since it is stacked laterally
(horizontally). The base width cannot practically be made as narrow and the base
area is not as accurately controllable as for the npn device. In addition, the emitter
and collector regions must have the same impurity profile. The characteristics of
the lateral transistors are generally considered poorer than those of the vertical
devices. Other pnp transistors, not shown in Fig. 2C.1, can be constructed by
using the p-type base diffusion as the emitter, the n-type epitaxial layer as the
base, and the p-type substrate as the collector. These devices are called substrate
transistors. The performance of these devices is also mediocre, and applications
are restricted since all collectors of substrate transistors are common.

The capacitor that was constructed in Fig. 2C.1 may at the outset appear to
be merely a diode. It would serve the purpose of a diode, even though the area
is considerably more than may be required in most applications. When reverse
biased, however, the depletion layer forms the dielectric, and the p and n regions
on either side form the capacitor plates. Capacitors made like this, with total
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FIGURE 2.2-9
Vertical and lateral transistors in a bipolar process.

capacitances from the sub-picofarad to the 100 picofarad range, have proven
practical. The capacitors are not without limitations, however. The requirement
that the junction must always be reverse biased severely limits the interconnection
flexibility of this device. The width of the depletion layer is voltage dependent,
making the capacitance nonlinear. Temperature also affects the capacitance value.
Finally, the base—emitter junction typically breaks down with a reverse bias of
about 7 V, limiting the maximum voltage that can be applied to the capacitor.
The base—collector junction can also be used as a capacitor, Its characteristics
are very similar to the base-emitter capacitor with the exception that it offers
an increased reverse breakdown at the expense of a lower capacitance density.
Junction capacitors will be discussed in more detail in Chapter 3. An alternative
to the junction capacitor would be a metal-oxide—semiconductor capacitor formed
between the metal and the n* emitter diffusion. Although the characteristics of
this capacitor would be better than those of the junction capacitors, an extra mask
step is generally required to provide a means of selectively stripping the thick
oxide above the emitter region so that a thin oxide can be regrown. The thin
oxide is needed to get the capacitance density up to a practical level,

The resistor of Fig. 2C.1 is actually just a serpentined strip of the lightly
doped p-type base diffusion. The underlying n-type epitaxial layer is generally
contacted and taken to the highest potential in the circuit to prevent current flow
into this region. Several other techniques for fabricating resistors in this process
are available. They will be discussed in Chapter 3.
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Although minimum feature sizes are comparable for the bipolar and MOS
processes, standard bipolar processes require more area per device than do the
NMOS processes. A major reason for this increased area is the deep and wide p™
channel stops that are required for device isolation in standard bipolar processes.
An alternative bipolar process using trench isolation® is available which offers a
significant improvement in component density over the standard bipolar process.

2.2.3 Hybrid Technology

The hybrid approach to integrated circuit design involves attaching two or more
integrated circuit dies (typically of different types), along with some discrete
components in some cases, in a single package to form what is called a hybrid
integrated circuit. It is often, and desirably, transparent to the consumer whether
the circuit is monolithic or hybrid; in some cases, however, the hybrid packages
are considerably larger. The hybrid integrated circuit is typically more costly than
the monolithic structures. The extra cost and size of hybrid integrated circuits is
offset, in some demanding applications, by improved performance capabilities.

Hybrid circuits containing discrete components occupy considerably less
area than the conventional PC board/discrete component approach. They have
played a major role in demanding analog signal processing applications such as
high-resolution A/D and D/A converters and precision active filters. Tolerances,
temperature dependence, and area-induced component value limits for resistors
and capacitors in standard MOS and bipolar processes have limited the devel-
opment of monolithic integrated circuits for precision continuous-time signal
processing. Thick film and thin film passive components have reasonable toler-

ances, are casily trimmable, have acceptable temperature coefficients that can be
tailored for tracking, and offer reasonable tradeoffs between area required and
component values. These thick film and thin film networks are commonly used
for the passive components in hybrid integrated circuits. A discussion of thick
film and thin film processing technologies follows.

THICK FILM CIRCUITS. The thick film technology is relatively old, requires
considerable area compared to monolithic circuits, can be used for relatively high-
power applications, and can be applied at relatively high frequencies (up to 1
GHz) although it is typically limited to a few MHz. The increased area required
by the thick film circuits is offset by the reduced cost in equipment and processing
materials required for the thick film process, the latter being a small fraction of
that required for either bipolar or MOS processes.

The components available in a thick film process are resistors and capacitors
along with conducting interconnects. Layers of different material are successively

screened onto an insulating substrate. These materials are used for resistors and
conductors as well as for the dielectrics of capacitors.
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The number of resistive layers varies but practical limitations generally
restrict this to at most three. Typical thickness of these layers (called pastes
or inks) is about 20 u, but they may vary considerably by design. The actual
thickness of these layers is not accurately controllable (£ 30%) due to limitations
in the screening process itself.

The thick film process offers the most advantages for resistor fabrication.
Although capacitors are often included, the electrical characteristics of thick film
capacitors are not outstanding and the capacitance density is quite low. Discrete
chip capacitors, which have much better characteristics than their thick film
counterparts, are often bonded to thick film resistive networks in hybrid circuit
applications.

The minimum conductor width in a typical thick film process is about 250
jt, and minimum resistor widths are about 1250 . It can be seen that these are
orders of magnitude larger than the corresponding minimum feature sizes for the
MOS and bipolar processes (1-5 ).

Screening involves forcing the paste through small holes in a tightly
stretched piece of fabric called a screen, typically constructed of stainless steel.
The grid is quite regular. The spacing of the holes can be specified, but practical
physical limitations relating to both the mechanical characteristics of the steel and
the physical characteristics of the inks prevent the use of extremely fine meshes.
Screens with a grid spacing ranging from 100 to 300 filaments/inch are typical.
This spacing restricts thick film resolution to somewhere around 500 p. Where
paste is not desired, holes in the screen are plugged by a mask. A squeegee is
used to force the ink through the unrestricted areas. Following screening, each
layer 1s fired to harden it.

Inks are available with sheet resistances that satisfy the equation
1 /O < Rg < 10 MQ/O (2.2-9)

for fired layers 20 w thick. This large latitude in ink characteristics allows for a
wide range of resistor values. Since only one type of ink can be used for each

resistor layer, the tradeoffs between area and sheet resistance must be considered
when specifying the ink sheet resistances. Even though adjusting the length is a
convenient means of establishing resistor values, long thick film resistors are to be
avoided because they develop “hot spots™ and are difficult to trim. The “hot spots™
are caused at regions where the resistive layer is a little thinner and/or narrower
than surrounding regions. This causes an increased resistance in this small region,
which under constant current causes increased local power dissipation. This power
dissipation causes heating, which typically further increases the resistance and
power dissipation. Heating causes deterioration of the film layer at these points.
Deterioration in these regions can eventually result in device failure. Short, wide
resistors are also to be avoided. The main problem with short, wide resistors is
the inability to accurately specify the size of the resistor since the contacts will
overlap with a considerable portion of the device. A reasonable rule of thumb
for the allowable width (W) / length (L) ratio for a rectangular resistor is
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1 w

<o <3 (2.2-10)
Although the W/L ratio is constrained, the values for W and L remain to be
specified within the design rules of the process. It is a good practice to make the
resistors large if the area is available to minimize edge roughness effects, increase
power dissipation capability, and make trimming easier.

Serpentined patterns such as shown in Problem 2.11 should also be avoided
with thick film technology. This is due to the increased current density that will
result from current crowding at the inner corners of serpentined structures.

A capacitor is constructed by screening a conductive layer, followed by a
dielectric, followed by another conductor. The dielectric is generally applied in
two coats to minimize pinholes, which would short the capacitor plates together.
With the two layers of dielectric, the chances of a pinhole coincident with both
layers are greatly reduced. Since a thick film capacitor is actually a parallel plate

capacitor, the capacitance is given by

A
C = EREGI_ (22-11)

where €y = 8.854 pF/m, A is the area of the capacitor plates, ¢ is the dielectric
thickness, and eg is the relative dielectric constant. Inks with relative dielectric
constants from 10 to 1000 are available. The high dielectric constants offer a
reasonable capacitance density at the expense of large and nonlinear temperature
coefficients. The lower dielectric materials offer improved performance but are
restricted to applications requiring small capacltors due to a low capacitance
density. As in the MOS and bipolar processes, the upper plate of thick film
capacitors is typically a little smaller than the lower to minimize capacitance
changes caused by minor misalignments. The two conductive layers used for the
capacitor plates also serve as interconnects. If crossovers of two conductors are
required, the dielectric layer can be used as an insulator at the expense of creating
a small parasitic capacitor at the crossover.

The screen geometries, along with a cross-sectional view of a typical thick
film process, are depicted in Fig. 2D.1 of Appendix 2D. This process has two

resistive screenings as well as two conductive layers and a dielectric for capacitor
fabrication. The major process steps are listed in Table 2D.1. Process parameters
and characteristics, along with design rules for a typical thick film process, are
also given in Appendix 2D.

Thick film resistors can be trimmed with a laser or by abrasion. These trims,
which can be very accurate, remove part of the thick film layer and thus increase
the resistance. For this reason, resistors that are to be trimmed are typically
targeted to be undersized in value by about 40% to guarantee trimmability in
spite of process variations.

Thick film capacitors can also be trimmed by abrasively removing part of
the upper plate (along with some dielectric). Since this decreases the capacitance,

the thick film capacitors are typically targeted to be oversized by about 40%.
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THIN FILM CIRCUITS. The components available in thin film processes are
resistors and capacitors, although often only resistors are included due to both
the specific applications which naturally benefit from thin film technology and the
practical limitations of thin film capacitors. Thin film circuits are much smaller
than thick film circuits. They are similar to thick film circuits in that successive
layers are applied to an insulating substrate as contrasted to the MOS and bipolar
processes, where some of the processing steps involve diffusions that actually
penetrate the substrate. For conductors, thin film thicknesses are typically from
100 to 500 A although thicknesses of several thousand angstroms are occasionally
used if a high conductivity is needed. Film thicknesses from 100 to 2000 A for
resistors and film thicknesses in the 3000 A region for dielectrics of capacitors
are common. Note that these film thicknesses are comparable to the thicknesses
of layers applied in the MOS and bipolar processes but are orders of magnitude
thinner than the 20 u (200,000 A) typical of thick films. The sheet resistance range
for thin film resistors is typically from 50 £2/0 to 250 {}/0, which is considerably
less than is available in thick film processes. The thin film layers are applied
by uniformly coating the entire wafer with the film. Then unwanted areas are
selectively patterned and etched with a photolithographic process similar to that
used in the MOS and bipolar cases.

The minimum feature sizes for the thin film components are comparable
to those of the MOS and bipolar processes. The temperature characteristics and
performance of thin film components are quite good with the exception of the
dielectrics for capacitors, which are quite lossy. “Hot spots,” which were a
problem with thick film circuits for long resistors, are not a major problem with
thin film resistors since the thin films are typically more uniform and since thin
film applications generally require smaller current flow. '

Thin film circuits are much more expensive to produce than their thick
film counterparts because of the sophisticated equipment that is needed for both
the photolithographic process and the film depositions and etching. They are
used extensively in telecommunication circuits at low frequencies but also find
applications at higher frequencies (up to 30 GHz) as well.

Thin film resistors can be accurately trimmed by a laser. Thin film capacitors
are not well adapted to a continuous trim although binarily weighted capacitors
connected with laser-fusible links are trimmable in quantized decrements.

Thin films can also be applied on top of monolithic structures, offering
considerably more performance capability than is attainable with either the thin
film or monolithic approaches themselves. Problems with film technology and the
decreased yield per wafer associated with both increased die area and an increased
number of processing steps have slowed the development of such processes.
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2.3 DESIGN RULES AND PROCESS
PARAMETERS

Design rules are generally well-documented specifications listing minimum
widths of features (conductor, moat, resistor, etc.), minimum spacings allowable
between adjacent features, overlap requirements, and other measurements that
are compatible with a given process. Factors such as mask alignment, mask non-
linearities, wafer warping, out-diffusion (lateral diffusion), oxide growth profile,
lateral etch undercutting, and optical resolution and their relationships with per-
formance and yield are considered when specifying the design rules for a process.
It is not our intention in this text to rigorously investigate the technical details
about how design rules are derived but rather to consider the design rules and
process parameters as a set of constraints within which the circuit designer must
work. This is justifiable because the basic format of the design rules and process
parameters remains relatively fixed, with changes in the process contributing only
to numerical perturbations of the design rules and process parameters. The design
rules, the process parameters, and their relationship with device characteristics
serve as an interface between the process engineers and the circuit designers.
Both groups, along with representatives from marketing (since yield is affected
by the design rules), have input into the evolution of these interfaces.

Although the minimum feature sizes, which ultimately determine the design
rules, have been steadily decreasing with time to the benefit of yield and produc-
tion costs, it is important that designers adhere to the design rules once a process
has been selected for a particular project. Most large semiconductor houses have
developed or purchased sophisticated computer software to verify that layouts
violate no design rules. In the process of verifying design rules, it is often the
case that layout errors are also detected since these errors will often violate a
design rule. For large designs that involve thousands of transistors, it is crucial
that these verifications be made since a single design rule violation or layout error
will often be fatal (i.e., the circuit won't work). The importance of adhering to
design rules and utilizing verification programs for simple as well as complicated
designs cannot be overemphasized. If design rules are intentionally violated, the
verification software cannot be fully utilized and perhaps not utilized at all.

Typical sets of design rules and process parameters for the NMOS, CMOS,
bipolar, thick film, and thin film processes discussed in Sec. 2.2 are summarized

in Appendices 2A-2E. Some of the parameters listed in those appendices have not
been defined yet but will be discussed in Chapter 3. The 3 © NMOS parameters
and the 3 4 CMOS parameters are very similar to those provided by MOSIS
for their 3 u NMOS and 3 . CMOS processes in 1988. We have attempted to
maintain most of the notation established by MOSIS to aid students who will be
doing designs in a MOSIS process.
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CMOS DESIGN RULES. The CMOS design rules are listed in Table 2B.2 of
Appendix 2B. These rules are depicted graphically in Table 2B.3.

The design rules list guidelines (actually restrictions) about how each of
the geometrical figures on each mask level align relative to each other and to
other mask levels. Unless specifically stated to the contrary with the comment
“exactly,” all rules are minimum spacings between the corresponding geometrical
figures. In general, the designer may exceed these minimum spacings to whatever
degree is deemed appropriate. It should be emphasized, however, that from both
cost and performance viewpoints, the die area should be as small as is practical. At
this stage one might be tempted to conclude that a margin of safety, or improved
reliability, could be obtained if a more conservative set of rules were established
by the designer. With the exception of some matching considerations that will
be discussed later in this book, few benefits are derived from following this
strategy since an economically motivated margin of safety was considered when
establishing the design rules. The rules were derived under the assumption that
large circuits with many devices sized at the minimum allowable levels must have
good performance and high yield.

In Table 2B.2, two sets of dimensions are specified. The first corresponds
to those specified in a 3 p CMOS process provided by MOSIS. The second
set is in terms of the scaling parameter, A, which characterizes the feature size
of the process. The feature size (minimum poly width, active width, and metal
width) is 2A. This parameterization is used so that the design rules do not need
to be rewritten as the feature size of the process shrinks. Substituting A = 1.5
p will give a process very similar to the 3 u process characterized in the first
column of this table. Although similar in intent, the scalable parameters listed
in this table are not identical to those characterizing the MOSIS scalable CMOS
process.

The mask geometries themselves may differ somewhat from the geometries
specified for the corresponding geometrical feature by the designer. The exact
geometries specified by the designer are termed drawn features. The change in
feature sizes on a mask from those specified by the designer is termed size adjust
and is undertaken in cooperation with those responsible for the processing. This
allows for precompensation of effects, such as lateral etching or out-diffusion,
that make the physical dimensions on silicon different from the mask dimensions.
Size adjust is often used so that the “effective™ dimension (the physical dimension

realized after fabrication) is nominally equal to the drawn dimension. Specific
comments about selected key rules follow.

p-well. The spacing (Rule 1.2) between two p-wells at different potential is very

large. This allows for accommodation of the lateral diffusion. Since the p-well is
very deep (3—4 u), the lateral diffusion is also significant.
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Via. The via level is used for interconnecting Metal 1 and Metal 2. The via
design rules are very similar to those for the contact openings. Both involve
making openings in thick oxide layers.

Pads. The dimensions for the metal bonding pads have not scaled with decreases
in feature size of the processes. The size of the capillaries used for attaching
bonding wires, which are several mils in diameter to accommodate the nominal
1 mil bonding wire, has not decreased significantly for a long while, thus neces-
sitating both large bonding pads and large spacing. Smaller probe pads are often
included on designs to facilitate diagnostic probing during the debugging stage.

Active. Size adjust, sometimes termed mask bias, is used to preadjust feature
sizes on the active mask so that the targeted effective feature sizes are close to the
drawn feature sizes. This allows for compensation of the field encroachment into
the active region. Also, this size adjust thus compensates for the width reduction
experienced during processing. Note that a large spacing between active and p-
well is provided to accommodate for the lateral p-well diffusion.

Poly. The poly overlap rules are primarily to provide compensation for mask
alignment errors between poly and active. Although the process is self-aligned,
this self-alignment is achieved only for modest misalignment of devices. If, for
example, the misalignment is so bad that the poly does not entirely cover the
active region, then the subsequent n* or p* drain and source diffusions will
create a conductive region between the drain and source that cannot be controlled
by the gate. Design Rule 3.4 governs this concern. Size adjust is used on the
POLY mask to do length adjustment for lateral diffusion.

If a second poly layer is available, it may not cross a boundary of POLY 1.
The sharp edge of POLY I would make the step coverage of this edge with the
thin oxide unreliable. The integrity of the POLY II over this step would also be
in question. Nor is POLY II permitted for transistor gates although such devices
would likely be functional. The main purpose of POLY II is as a second plate
on poly—poly capacitors although some applications as an interconnect medium
Or as a resistor may exist.

p* select. The p* select rules are used primarily to allow for mask misalignments
with the active mask and the poly mask.

Contact. The contact openings are specified exactly rather than minimally.

Although it is often the case that a large contact between two regions is desirable to
reduce contact resistance, a large single contact opening is not permitted; rather,
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numerous separate contacts must be used. Multiple individual contacts were used
for contacting the p-well in Fig. 2B.1a. The reason for restricting the contact
opening size and making all essentially the same can be best appreciated by
considering what the contact-opening etch must accomplish. The contact openings
must penetrate a thick (5000 to 7000 A) layer of oxide. Thus, this step must
consume much more oxide than is required during the thin oxide stripping steps.
If a large contact opening were permitted, the central areas of these openings
would be etched away before the oxide was completely removed for the smaller
contact openings. As the etching continued in the small openings, any pinholes in
the large open area could be further attacked by the etchant. Since the underlying
poly layer thicknesses and diffusion depths are comparable in thickness to the
layer that must be removed during contact openings, and since underlying thin
oxides are much thinner, these pinholes could cause device failure. Although
the probability of failure due to a single larger contact may be very low, the
probability of a single failure that would render a circuit defective if a large
number of these large openings were permitted may be unacceptably large. Even
if the pinholes did not cause shorting, the reliability of such devices deteriorates
with increased risks of premature device failures after the part is in use. For these
reasons, contact openings on the gates of transistors (no contact to poly inside
active) are usually not permitted either.

Contact openings to POLY II on top of POLY I are permitted. Although
this type of contact is also plagued by the pinhole problem, the POLY II layer
is generally used in analog applications as an upper plate of a capacitor. The
total number of capacitors in these circuits is generally quite small compared
to the number of transistors in a large digital circuit, thus minimizing (in the
probabilistic sense) the failures due to the pinhole problem (see Problem 2.12).
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2.4 LAYOUT TECHNIQUES AND PRACTICAL
CONSIDERATIONS

Once a circuit design is complete, it becomes necessary to provide an area-
efficient layout of the circuit to generate the masks necessary for fabrication.
Although at the outset it appears that the circuit designer’s job is complete at this
point and that the layout can be undertaken by a draftsman (as is commonly done
with PC board versions of discrete component designs), this is far from the case
in IC design. Some companies provide draftsmen for this purpose who interact
closely with the designers, whereas other philosophies leave this task entirely to
the design engineer. In either case, the design engineer is still involved at this
stage because component sizing and spacing, as well as the parasitics associated
with integrated circuit components, must typically be considered in the design
itself since their effects are often significant. This is particularly important in
designs including analog circuitry. Even the opening sentence of this paragraph
is an oversimplification of the situation since the initial design itself will likely
not be complete until the layout is finished—as was indicated in Fig. 1.3-1.
Although the design engineer is typically not responsible for any steps in the
fabrication process once the mask information has been delivered, he or she is
generally still responsible for the project until the product is in production. For
complicated circuits, first silicon (the physical integrated circuits produced by the
initial design) will generally not be acceptable for marketing because of either
the circuit’s failure to meet some specifications or total circuit failure caused by
(1) a design or layout error, (2) failure of the designer to adequately account for
all relevant parasitics, or (3) unacceptably low yield due to failure to center the
design parameters appropriately in the actual process window.

One of the first considerations in the layout is sizing the devices as well as
the interconnections. For the long rectangular resistor shown in Fig. 2.4-1, the
total resistance is obtained from the sheet resistance by the expression

R = (LIW)Rn ' (2.4-1)
- L -
| |
| b |
‘ .
Resistive :
E .\ material /E / i
\ N— mntacts ——-—-/
metal
FIGURE 2.4-1

Resistor component sizing considerations.
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provided that L is long enough so that the difference between L and L; is
negligible (because L — L, is fixed by the design rules). Since the L/W ratio
rather than either L or W determines the resistance, it may seem to make little
difference what the values of L and W actually are, but this is often not the
case. In addition to the difficulty in determining the effective length (L or L;?)
for short resistors, the edges will typically be somewhat rough due to unevenness
in processing. This unevenness will cause variations in resistance. Making W
and L larger reduces the relative effects of both the edge variations and the
difference between L and L;. In addition, the power-handling capability will
be increased with larger devices. These improvements with larger devices are
obtained at the expense of increased area, which will reduce the number of dies per
wafer.

For MOSFETs, it will be shown in Chapter 3 that the length/width ratio,
rather than the length and width themselves, plays one of the major roles in
the device model. Again, increasing the area for a fixed length/width ratio will
reduce the effects of unevenness in the edges, but this is obtained at the expense
of increased area and increased gate capacitance.

As mentioned earlier, it is common practice when laying out capacitors to
make one plate (typically the upper) a little smaller than the other so that the
smaller plate effectively defines the plate area even if minor misalignments in
the masks occur. This also makes the edge field effects easier to account for.
Although the area of the smaller plate essentially determines the capacitance, the
geometry of this plate itself remains to be determined. If the relationship between
this capacitor value and others in the circuit is not of major importance, the shape
of the capacitor will likely be selected to conform to available spaces around
adjacent components, thus minimizing circuit area.

Many applications require that resistor or capacitor ratios be accurately
determined. This is particularly common in analog signal-processing circuits.
Ratio matching requirements of 1% to 0.1% or better are common. Although
absolute component value tolerances better than 1% (or even 10%) are not cur-
rently feasible without trimming in any of the processes discussed in Sec. 2.2, the
ratio accuracy specified above is attainable in some processes and is maintainable
over a wide range of temperature. For resistor layouts both the individual L/W
ratios, as well as the area and shape, become design parameters available to the
circuit designer. The area of the resistors should be large enough to make the
effects of edge roughness acceptably small, but they should be small enough to
make the circuit economical and to avoid deviations caused by global variations
in processing characteristics.

An example of reahzmg a resistor with a 3:1 ratio to Rl by three different
techniques is shown in Fig. 2.4-2. Since conductors are quite good, R4 offers
several distinct advantages over R2 and R3 for attaining this ratio. Comments
about the different approaches follow.

1. The long resistor, R2, often cannot be conveniently placed on the circuit in an
area-efficient manner. Furthermore, the question of exact length remains open
and the fact that the number of contacts are not related by the 3:1 ratio limits
the accuracy of R2/R1.
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Resistor ratio-matching considerations.

2. The serpentine pattern used for R3 is quite common to keep overall aspect
ratios practical. However, the difficulty in accurately accounting for the corners
(using the .55 rule) and the differences in periphery length will generally make
the R3/R1 ratio the least accurate of the schemes shown in the figure. The
contact resistances are also not accounted for in the ratio with R1.

3. Even though the exact “length” is difficult to define, the three serpentined
resistors in R4 are ideally identical to R1, so the ratio accuracy is maintained.
This approach also accounts for any contact resistance associated with the
contacts themselves as well as differences in temperature characteristics of the
resistive and contact regions.
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For realizing capacitor ratios, the area should be large enough to make the
effects of edge roughness acceptably small. If the areas are too large, however,
the circuits become impractical both because of the area requirements and because
of the increased failure rate due to an increased likelihood of dielectric defects
(one or more pinholes), which will short the capacitor plates together. Variations
in dielectric thickness must also be considered if large areas are involved. In
addition to maintaining the required ratio, the periphery lengths should also adhere
to the ratio if possible. Fig. 2.4-3 shows three different methods of realizing a
3:1 capacitance ratio to C1. Several comments about these approaches follow.

1. C2 maintains the same geometry but the length of the perimeter differs some-
what. This will limit ratio accuracy due to variations in etching of the POLY
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IT edge. Furthermore, the ratio of the small capacitance from the conductor to
the lower plate of C2 is 1:1 instead of 3:1.

2. C3 has a periphery that is three times that of C1, but the small capacitance
from the conductor to the lower plate is still 1:1 with that of C1. The number
of inside and outside comers in C1 and C3 does not ratio by 3:1, thus further
limiting accuracy.

3. C4 has the same periphery as Cl as well as the same parasitics from the
conductor to lower plates. This will give the best ratio of the three approaches.
If the capacitor areas are large, even this approach will be affected by variations
in dielectric thickness. Since the oxide layer is typically quite uniform locally,
the ratio accuracy for large areas can be improved if each of the capacitors
is further subdivided in an identical manner and the smaller capacitors for C1
and C4 are interleaved.

Parasitics can cause significant deviations in circuit performance and should
be minimized during layout. Some of the common parasitics encountered are
(1) the resistances associated with polysilicon and doped semiconductor regions
when used as conductors, and (2) the capacitances associated with any crossover,
from any conductor to substrate, and with any depletion region in a reverse-
biased pn junction. Unfortunately, these resistive and capacitive parasitics can
be comparable in magnitude to the desired component values to which they are
connected if good layout rules are not established. Even with good layout rules,

the values of these parasitics may be significant. Clever design techniques and
inclusion of the unavoidable parasitics in the analysis when possible, however,
help overcome some of the parasitic limitations. The parasitics associated with
a depletion region of a reverse-biased pn junction are particularly troublesome
since they are voltage dependent and thus difficult to properly account for in
analysis and design. Even if accounted for, the parasitic capacitances often cause
unwanted cross talk between signal paths, and the nonlinear capacitors can cause
nonlinear signal distortion that may be unacceptably large.

Cleverness in layout will also often save a considerable amount of area.
Even though the concern for minimizing area is always present, it is especially
important to minimize area in small digital blocks that will be repeated thousands
of times in high-volume VLSI circuits. Three different techniques for connecting
the gate to the drain of an enhancement MOSFET are depicted in Fig. 2.4-4. The
layout of Fig. 2.4-4a, which uses a conventional metal interconnect, requires
considerable area. The circuit of Fig. 2.4-4b is more area-efficient, but it is not
allowed in many processes because of the concern of reduced yield associated
with having pinholes, which cause device failure when gate contact is made in
the channel. The connection of Fig. 2.4-4¢, which is termed a burting contact,
is the most area-efficient, although butting contacts are only available in some
processes. Note that a single contact opening is used for the butting contact.

A doped semiconductor region, a second conductor, or a polysilicon strip
can be used as a conductor or as a crossover, provided that an insulating layer
exists between the devices. Crossovers are often required since jumper wires are
totally impractical in integrated circuit design.
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In the double-poly NMOS process described in Sec. 2.2, three-level con-
ductor stacking (metal, POLY I, and POLY II) is possible although only a two-
level crossover of Poly I and metal is permitted since Poly II cannot cross a
Poly I boundary. Metal over a moat diffusion will also serve as a crossover. In
the CMOS process previously described, poly—metal, metal-p-well, and metal—
moat (either n™ or p*) overlaps can all serve as two-level crossovers. In the
bipolar process described metal-n* or metal-p (base diffusion) overlaps make

(]
O
O
| |
(m | O
FIGURE 2.4-4
Poly-to-moat contacts: {a) Contact off of
i ~ — channel, (&) Contacts above channel, (c) Butting
(a) (b) (c) contacts,

practical two-level crossovers. A metal-epitaxial crossover is also possible, but
the resistance associated with the epitaxial layer may be too high to make this
practical in many applications.

Most design groups do the layout on an interactive graphics computer sys-
tem, which serves as a workstation. As capability increases and price decreases,
the trend is toward providing each design engineer with a dedicated workstation.
Any or all mask levels can be displayed simultaneously, and rapid zooms and
scrolls are generally available to provide both local and global information. Once
the individual polygons or macros characterizing a mask feature are placed on the
CRT, they are added to the geometrical database. After the layout in the CRT is
in its final form, so is the database.

As an alternative to the engineer’s part in layout, considerable research
effort in the past 10 years has been devoted to automatic layout and routing
programs. With this approach the computer will place the components and provide
all appropriate interconnects (route) directly from the electrical description of the
circuit. [n addition to saving the layout time, layout errors can be eliminated with
these programs. Programs that perform this task are available today and are quite
useful for low-volume products requiring a fast turnaround where the area of the
IC itself is not of major concern. Widespread use of automatic routing programs
is particularly apparent with gate array products, although some of these programs
get “stuck™ in complicated regions and need human interaction to overcome these
problems. Handpacked designs are generally denser than those obtainable with
the automatic layout and routing programs. The challenges associated with the
automatic layout and routing problem were recognized years ago from research
on PC board layout.
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Interactive layout and routing routines are also useful since the computer
can rapidly do the drafting required in nonchallenging portions of the circuit,
whereas the operator can often make better choices for placement or routing in
tight situations. Although it may appear to the unwary that the development of
such a program is straightforward, the challenge of such a program is attested to
by the fact that many millions of dollars have been spent on the development of
the routing and placement programs over the past decade, and research activity
in this area is still intense.

Layout verification programs, such as Design Rule Checkers (DRCs), are
useful for confirming that no design rule violations occur and for detecting
some layout errors (since these errors often cause a design rule violation). For
large circuits, considerable amounts of computer time are required for most
sophisticated verification programs. Some layout editors incorporate the DRC
algorithms into the layout program and do local design rule checks each time a
feature is added to the database, thus ensuring that the database violates no design
rule as it is created. One of the more popular programs in this class is MAGIC
from the University of California at Berkeley. Automated schematic extraction or
hand generation of a circuit schematic by someone other than the initial designer
(who may be too familiar with the design and thus more likely to pass over an
error again), followed by comparison with the original schematic, is often useful
for detecting layout errors.
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CHUONG 3. DESIGN AUTOMATION AND
VERIFICATION

INTRODUCTION

Design automation and design verification are the keys to effective use of large-
scale integrated circuit technology today. When circuits consisted of only a few
transistors or gates, layout and checking of circuits by hand were reasonable.
As circuit complexity increased to thousands and tens of thousands of transistors,
manual tools were no longer sufficient for design, causing computer-based design
aids to become prominent. With present integrated circuits containing hundreds
of thousands of transistors, heavy dependence on design automation and design
verification is necessary to design these circuits.

This chapter describes the nature and use of basic design automation and
design verification tools as applied to the design of integrated circuits. Design
automation tools are defined here as those computer-based tools that assist through
automation of procedures that would otherwise be performed manually, if at all.
Simulation of proposed design functionality and synthesis of integrated circuit
logic and layout are just two examples. Design verification tools, on the other
hand, are those computer-based tools used to verify that circuit design or layout
meets certain prescribed objectives. A geometrical design rule checker for exam-
ining layout characteristics is an examplg, and a logic simulator with a specific
set of input vectors and corresponding desired output vectors is another. Note
that simulation can be classified in either category according to its purpose. Both
design automation tools and design verification tools are included in the more
general class known as CAD (computer-aided design) tools.
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Both design automation and design verification tools require computer-
readable descriptions of the underlying circuit function and structure to operate.
These computer-based descriptions vary from simple geometrical specification
languages such as CIF' (Caltech Intermediate Form) to high-level functional
description languages such as VHDL? (a hardware design language). Initially
the focus of this chapter is on a description of design tools related to or based
on geometrical layout. A simplified geometrical specification language will be
examined. Required functionality provided by tools that input and display inte-
grated circuit layout will also be described. Then, tools that check layout geome-
tries and extract circuit net list information will be detailed.

Design tools for higher-level design description and verification are
described next. Circuit, switch, and logic simulation for digital circuits are intro-
duced and compared. Timing analysis is examined as a way to verify the tem-
poral operation of digital circuits. Hardware design languages such as VHDL
and EDIF? (Electronic Design Interchange Format) are introduced with simple
examples provided to clarify important concepts.

The descriptions of design verification and design automation tools provided
here use MOS examples primarily. The concepts are directly applicable to bipolar
designs, although some changes in specific tool capability may be required by
different technologies. The chapter concludes with an introduction to automated
methods of generating layout from high-level descriptions of digital circuits via
silicon compilers.

INTEGRATED CIRCUIT LAYOUT

Historically, integrated circuit design and integrated circuit layout functions were
performed by separate groups. The circuit design task resulted in mixed logic
and transistor-level circuit diagrams describing the intended circuits. A circuit
description like that of Fig. 10.1-1 was given to layout artists, who were experts
at converting circuit diagrams to geometrical layouts such as the one shown in
Fig. 10.1-2. For early commercial products, the layout drawings were transferred
to rubylith masks by hand. Later, layouts were drawn on vellum—a tough,
semitransparent drafting material —to withstand the many design modifications
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FIGURE 10.1-1
Partial circuit diagram for bit-serial multiplier of Fig. 10.1-2.
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that are inherent in the normal design process. The layouts from the large vellum
plots were digitized to computer-readable form to allow automated checks and
to provide input to the mask-making process. Although this method worked for
many years, including the early days of microprocessors, the large number of
devices required in modern integrated circuits causes fully manual layout to be
too time-consuming and prone to error. However, even today, critical sections
of the newest microprocessors are still handcrafted to pack the circuit into the
smallest possible area.

Many modern methods of integrated circuit layout include both synthesis of
control logic and handcrafting of critical building blocks that will be repeated.
These layout pieces are entered into a computer at an early stage to allow
mechanized help with replicating, checking, and plotting the complete integrated
circuit layout. Design layouts may be entered via tools that help convert graphic
layout information to computer-readable form. An early tool, shown in Fig. 10.1-
3, is called a digitizer and was used to enter layout coordinates directly into a
computer from a layout plot. Sometimes layout is converted directly to text input
in the form of a geometrical specification language. Most often, geometrical
layout information is entered through a color graphics workstation to specify the
desired integrated circuit layout.

Geometrical specification languages for integrated circuits allow computer-
readable definition of the geometries for the mask layers required to fabricate an
integrated circuit. These specification languages contain primitive structures such
as wires and boxes to specify geometrical shapes and layout levels. Organizational
constructs are also provided to allow placement and repetition of the geomet-
rical structures. A geometrical specification language is much like a computer
programming language, with the geometrical shape primitives corresponding to
instructions and the organizational constructs corresponding to procedures with
parameter values.

Note: width = 22, spacing = 2A

!¢_ / -‘ |--——-—;_a; 4>| FIGURE 10.1-4
Layout Styles: (a) Man-
(a) (b) hattan, (b) Diagonal.
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A simplified geometrical specification language for Manhattan style designs for
a general MOS process is used here to illustrate relevant concepts. A Manhattan
design style is one that supports only horizontal and vertical geometries.
The name arises because Manhattan style layouts resemble an aerial view of the
street layout of New York’s Manhattan borough. This style precludes diagonal
structures, such as interconnection jogs, that are sometimes used within circuit
layouts to minimize area. Figure 10.1-4 shows layout styles with and without
diagonal structures. The potential area savings with diagonal structures must be
weighed against the increased complexity of programs used to verify the final
design. Many commercial integrated circuit manufacturers allow diagonal layout
structures but limit these to 45° angles from horizontal and vertical structures.

The simplified geometrical specification language defined here provides
only two primitive statements. The two primitives are boxes and levels, while
the organizational constructs include macros and calls. A macro is like a high-
level language (HLL) procedure, and a call is like an HLL procedure call. Table
10.1-1 provides the syntax for these primitives and organizational constructs.

All parameter values are integers. Lengths are in terms of A, a measure
related to the characteristic resolution of the process and the layout design rule set.
Macro numbers, layout levels, and orientations are limited to positive integers.
A minimum set of layers for a typical NMOS n-well CMOS process is defined
in Table 10.1-2. Appendices 2A and 2B define corresponding layers for a double
polysilicon NMOS and a p-well CMOS process, respectively.

TABLE 10.1-1
Simplified geometrical specification language
Bxyvdxdy Box structure with length dx, width dy, and lower left-hand corner placed
at x,y
L n Layout level for the box definitions that follow
M n Start of macro number n
E End of a macro
Cnxym Call for macro number n with translation x,y and orientation m
Q End of layout file
MOS layer definitions
Layer CMOS NMOS
| n-diffusion n-diffusion
2 p-diffusion Ion implant
3 Polysilicon Polysilicon
4 Metal Metal
5 Contact Contact
8 n-well —
9 Overglass Overglass
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The orientation represents possible rotations of the geometrical figure after
translation. The relative order of translation and rotation is important (see Prob.
10.3). Here, rotation is performed first with translation following. The possible
orientations are defined in Table 10.1-3 and demonstrated with the block letter P
in Fig. 10.1-5,

This simple geometrical specification language will suffice to specify any
MOS Manhattan integrated circuit layout if the necessary layout levels are
defined. The description is based on alphanumeric characters and is easily dis-
played, edited, or transferred between computer systems,

TABLE 10.1-3
Rotations of geometries

Orientation Description

No rotation

Rotate 90° CCW

Rotate 180° CCW

Rotate 270° CCW

Mirror about y -axis

Rotate 90° CCW and mirror about y -axis
Rotate 180° CCW and mirror about y -axis
Rotate 270° CCW and mirror about ¥ -axis

= = R T

y
‘ * denotes origin (0,0)
X for each rotated P.
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Cell orientations.
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FIGURE 10.1-6 :
Static memory cell definition: (@) Geometrical specification file, (b) Circuit diagram.

An example of the geometrical specification file for a static memory cell
composed of two inverters tied back to back is shown in Fig. 10.1-6 along with
the corresponding circuit diagram. A single inverter consisting of an enhancement
pulldown transistor and a depletion pullup transistor is defined by macro 5. This
inverter is placed twice, once in a rotated and translated position, to create the
static memory cell defined as macro 8. Macro 8 is placed once to create the layout
plot shown in Fig. 10.1-7.

Layout Styles

In spite of high labor costs, handcrafted layout is still used within the semicon-
ductor industry because of the necessity to minimize the area required by high-
volume integrated circuits. Even automated layout methods such as silicon compi-
lation and standard cell synthesis use handcrafted layout to optimize the primitive
cells that are combined through automated techniques. Frequently the basic form
for the integrated circuit is sketched and optimized on paper prior to entry into
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FIGURE 10.1-7
Static memory cell layout.

a computer. The resulting geometrical layouts are digitized, sometimes through
use of a symbolic layout language but primarily with the help of an interactive
CRT graphics editor.

Handcrafted layouts can be entered directly into a computer in geometrical
form through use of an interactive CRT graphics editor. A mouse or joystick is
used in conjunction with a cursor to size and position geometrical objects such
as boxes on a high-resolution CRT display. A corresponding data file is kept
in computer memory to describe the displayed geometries. With an operator’s
command, this data file may be converted to a geometrical specification language
description or can be saved for further use. Several advantages of this graphical
editor accrue from bypassing the need to input numerical data to a computer with
a text editor or digitizer and from the ease with which geometries can be changed
or duplicated.

The graphics editor called Magic,* currently popular with universities, uses
the painting idiom to create geometrical objects on a color CRT display. The
user chooses a color (layout level) from a palette on the screen and paints
areas on the screen by specifying two opposite corners of a rectangular field.
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The chosen color fills the area. The final result is the same as for other layout
methods: a geometrical specification file is created in computer memory, saved,
and ultimately transferred to the mask shop.

Graphical editors in both industrial and university environments typically
maintain their own unique memeory and disk representations of layout geometries.
For reasons of efficiency (fast editing response and minimum memory require-
ments), these representations are often highly optimized binary data structures,
In the university environment, the geometrical specification language CIF was
defined as a common interchange format among universities and between univer-
sities and the MOSIS fabrication service. In industry, EDIF was defined as the
interchange format. Most industrial CAD tools provide conversions between their
internal format and EDIF. In addition, most industrial CAD tools convert their
internal format to a special binary format for submittal to the mask shop. The
Berkeley Oct tool setd provides conversion from its internal format (Oct) to and
from both CIF and EDIF.

In summary, both specification of layout geometries and designer entry
of layout geometries are described in this section. Many different geometrical
specification languages have been defined and used. A very simple one was defined
here for demonstration purposes only. In the university environment, CIF is the
predominant interchange format, and EDIF is the interchange standard in industry.

SYMBOLIC CIRCUIT REPRESENTATION

Descriptions of integrated circuit layouts can take many forms. The geometrical
specification language of the previous section provides a primitive textual descrip-
tion of a circuit. Other, more symbolic, forms of representation are often used
by designers to specify layouts. A hierarchy of these, including a parameterized
layout representation, parameterized module generation, a graphical symbolic
representation, and logic equations, is described here.

Parameterized Layout Representation

A symbolic layout language! (SLL) allows a textual description of circuit lay-
out in a form that is more easily generated and understood by humans than the
geometrical specification language of the previous section. In the past, an SLL
was used to represent design layouts that were drawn by hand on graph paper and
then digitized. Two main characteristics differentiate an SLL from the geometrical
specification language described previously. First, the SLL uses descriptive iden-
tifiers for the parameters necessary to specify a geometrical layout. Examples are
BOX, POLY, and DX for the geometrical shape, the layer, and the width in the
x direction, respectively. This provides a readable description of geometries that
specify a layout. Thus, the SLL description is easily entered into a computer using
the designer’s favorite text editor. Second, symbolic entries are allowed in addi-
tion to the numerical data of the geometrical specification language. For example,
the x and y position of a geometry might be specified by the variables XPOINT
and YPOINT. This allows the final placement of the geometry to depend on the
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placement of other cells. At some point in the design process, the SLL must be
converted to a geometrical specification language for use by other CAD tools
and for transmittal to the mask shop. XPOINT and YPOINT must be assigned
numerical values to specify the location of the geometry before this conversion
takes place.

In addition to the use of symbolic parameters in an SLL, programming
constructs such as loops and conditionals can provide additional capability in the
specification of a cell’s layout. The use of an SLL to describe layout is much
like the use of assembly language to describe the machine language (binary)
program for a computer. An assembly language program uses mnemonics for the
instructions and symbols for variables to simplify and expedite the process of
programming a digital computer. Both forms describe the same end object; the
binary representation provides the most concise description, while the assembly
language is a preferable working medium for programmers.

An SLL description for the layout of the CMOS inverter of Fig. 7.5-5 is
given in Fig. 10.2-1. Note the verbose nature of this description compared to
the geometrical specification file of Fig. 10.1-6. The description of Fig. 10.2-2
demonstrates the use of variables to allow the inverter cell of Fig. 7.5-5 to be
stretched in either the VERT (vertical) or HORZ (horizontal) directions. Also, a
REPEAT statement is included to allow the cell to be repeated NR times. RX
and RY are the repeat distances along the x and y axes, respectively. If the
variables VERT and HORZ are each set to a value of 0 and NR is set to 4, the
inverter cascade of Fig. 10.2-3 is produced. The two variables VERT and HORZ,
can be used to stretch the inverter cell to match the pitch of adjacent cells by

CELLNAME CMOS INV;

BOX NDIF X=3 Y=0 DX=4 DY=4:
BOX NDIF X=3 Y=4 DX=2 DY=4:
BOX NDIF X=3 Y=8 DX=4 DY=4:
BOX PDIF X=3 Y=20 DX=4 DY=4:
BOX PDIF X=3 Y=24 DX=5 DY=4:
BOX PDIF X=3 Y=28 DX=4 DY=4:
BOX POLY X=0 Y=5 DX=7 DY=2:
BOX POLY X=0 Y=7 DX=2 DY=18;
BOX POLY X=0 Y=25 DX=10 DY=2:
BOX POLY X=4 Y=14 DX=8 DY=4:
BOX MET1 X=0 Y=0 DX=12 DY=4;
BOX MET1 X=0 Y=28 DX=12 DY=4:
BOX MET1 X=3 Y=8 DX=4 DY=16;
BOX MET1 X=7 Y=14 DX=1 DY=4:
BOX CONT X=4 ¥Y=1 DX=2 DY=2:
BOX CONT X=4 ¥Y=9 DX=2 DY=2;
BOX CONT X=5 ¥Y=15 DX=2 DY=2:
BOX CONT X=4 Y=29 DX=2 DY=2;
BOX CONT X=4 Y=21 DX=2 DY=2:
BOX NWEL X=0 Y=18 DX=12 DY=16:
END CMOS NV

Figure 10.2-1

Symbolic layout language description of CMOS inverter of Fig. 7.5-5
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CELLNAME CMOSINV;

BOX NDIF X=3 Y=0 DX=4 DY=4,

BOX NDIF X=3 Y=4 DX=2 DY=4,

BOX NDIF X=3 Y=8 DX=4 DY=4,

BOX PDIF X=3 Y=20 DX=4 DY=4;

BOX PDIF X=3 Y=24 DX=5 DY=4,

BOX PDIF X=3 Y=28 DX=4 DY=4+VERT;
BOX POLY X=0 Y=5 DX=7 DY=2,

BOX POLY X=0 Y=7 DX=2 DY=18;

BOX POLY X=0 Y=25 DX=10 DY=2;

BOX POLY X=4 Y=14 DX=8+HORZ DY=4;
BOX MET1 X=0 Y=0 DX=12+HORZ DY=4;
BOX MET1 X=0 Y=28+VERT DX=12+HORZ DY=4,
BOX MET1 X=3 Y=8 DX=4 DY=16

BOX MET1 X=7 Y=14 DX=1 DY=4;

BOX CONT X=4 Y=1 DX=2 DY=2;

BOX CONT X=4 Y=9 DX=2 DY=2;

BOX CONT X=5 Y=15 DX=2 DY=2;

BOX CONT X=4 Y=29+VERT DX=2 DY=2,
BOX CONT X=4 Y=21 DX=2 DY=2,

BOX NWEL X=0 Y=18 DX=12 DY=16+VERT;

END CMOSINV;

CELLNAME FOURINV,;

REPEAT CMOSINV NR=4 RX=12+HORZ RY=0;
END FOURINV;

FIGURE 10.2-2
Parameterized symbolic layout language description for inverter cascade of Fig. 10.2-3
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FIGURE 10.2-3

Inverter cascade created from parameterized symbolic layout language description.
106

CuuDuongThanCong.com https://fb.com/tailieudientucntt


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

specifying positive values for one or both of VERT and HORZ. The use of a
programmatic description of layout greatly expands the capabilities of a layout
designer in specifying the geometrical structure of a circuit.

Parameterized Module Generation

A recent advance in the area of symbolic layout descriptions is the use of param-
eterized module generators. A parameterized module generator is a software pro-
cedure that can generate many different cell layouts depending on values that are
specified when the generator program is executed. Parameterized module gener-
ators have been written for RAMs, ROMs, PLAs, multipliers, adders, and data
paths, for example. Many of these generators use input parameters to specify the
width or number of bits in the generated layout.

As an example, three separate designs might require an 8-bit adder for the
first design, a 16-bit adder for the second design, and a 32-bit adder for the third
design. Typical design style would use an interactive graphics editor to create
each of these adders separately. If a parameterized generator for the adder module
could be defined, however, a single module generator could be used to produce
an N-bit adder where N is a parameter that can be set to 8, 16, 32, or some
other integer value. Then each of the three adders could be created from the same
parameterized description. A parameterized module generator is particularly well
suited to modern integrated circuit design styles, which commonly utilize regular
structures such as rows of cells and arrays of cells.

Parameterized module generators use many of the powerful constructs of
high-level programming languages to describe layout structure, position subcells,
and fit the overall layout of a larger cell together. Parameterized variables are
used with their values bound to a specific value when a module is generated.
Conditional statements allow creation of specialized edge cells and programming
of memory and PLA contents. For example, a parameterized module generator
for an array of cells might include conditional statements such that if both the x
and y indices were equal to 0, then an upper-left corner cell would be generated.
If the x and y indices were each between the smallest and largest values, a center
cell would be generated, and so forth.

The use of high-level programming language techniques also provides a
disadvantage for many parameterized module generators. That is, the layout
cannot be visualized until the generation program has been compiled and linked to
instantiate the layout for a module. These potentially time-consuming steps may
hinder the use of interactive layout in designing a module generator for a new
cell. To circumvent this problem, there is ongoing research on ways to provide
interactive graphical feedback as the geometrical structure of a cell is defined.®

With such a tool, a silicon layout specialist can create the parameterized
modules that are required in a design. Then a circuit or logic designer can use
these blocks by specifying parameters appropriate to the design task. Recently,
parameterized module generators were used to specify the layout of a commercial
RISC processor (see Sec. 10.11). An interesting, but unsolved problem, is to
prove that the output of a parameterized module generator is correct over the
valid range of parameters for the module generator.
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Graphical Symbolic Layout

The parameterized layout representation described previously provides little insight
into the geometrical relationships between circuit elements. This important insight
can be provided by another symbolic form for integrated circuit description,
called graphical symbolic layout. An early form of graphical symbolic layout
is called Sticks.” Sticks and related symbolic methods provide an abbreviated,
graphical description that combines circuit connectivity with layout topology
information. In the Sticks symbology, circuit connections are shown with colored
(or weighted) lines representing layout levels, while transistors are formed by
the intersection of the lines representing polysilicon and diffusion. The entire
layout diagram is composed of simple line symbols that show both connectivity
and topology but not actual or relative size for geometrical constructions.

The combination of connectivity and topological information 1s important in
the generation of integrated circuit layouts, as is shown with the aid of the circuit
diagram for the quasi-static memory cell of Fig. 10.2-4a. This circuit diagram
shows a forward path from the first inverter to the second inverter and a clocked
feedback path from the second inverter to the input of the first inverter. The circuit
diagram does not indicate topological requirements to realize this path.

The geometrical layout of the memory cell of Fig. 10.2-4a requires decisions
on changes of layout levels to prevent unwanted transistors and connections. The
Sticks diagram of Fig. 10.2-4b retains all the circuit connectivity information
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FIGURE 10.2-4
Quasi-static memory cell: (a) Logic diagram, (b} Symbolic diagram for NMOS layout, (¢) Layer
legend.
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for the memory cell and also symbolically specifies the topology of the final
integrated circuit layout. In particular, it shows that the feedforward path must
be changed from the diffusion layer to the metal layer to cross the polysilicon ¢,
clock line without creating an unwanted transistor. Also, the Sticks diagram shows
that the feedback transistor is conveniently formed by allowing the polysilicon
¢ line to cross the diffusion feedback path. The diagram shows that power and
ground are provided in metal and that the input and output signals are both in the
diffusion level. The utility of Sticks and other graphical symbolic layout methods
is derived from the simple abstracted notation for layout topology and circuit
description.

Once a graphical symbolic layout for a circuit is generated, it is often simple
for a designer to convert to a full layout form. The layout task has been simplified
to the process of fattening connection lines and compacting the layout, especially
if required transistor length-to-width ratios have been noted on the graphical
symbolic layout. In fact, this process is simple enough to be automated.® If the
graphical symbolic layout description has been entered into a computer, perhaps
through an interactive graphics terminal, a symbolic compiler program can convert
the symbolic layout to a full layout by expanding the line symbols according to
a technology specification and then compacting the resulting layout.

As with most automated layout aids, a symbolic compiler usually trades
reduced designer efforts for increased silicon area. An increase in the area for
a layout generated with a program is not uncommon when compared to a hand-
crafted layout. As a result, high-volume integrated circuits such as microproces-
sors and memory continue to utilize handcrafted layout of replicated cells as a
major design component. This does not, however, minimize the value of the
symbolic representation to the designer. Capturing layout topology in symbolic
form early in the layout design prevents later problems such as isolation of a
circuit from direct metal connection to power buses.

Logic Equation Symbology

If the function of a digital integrated circuit can be captured by a set of Boolean
logic equations, these equations suffice to generate an integrated circuit layout.
Thus, logic equations represent a fourth symbolic means to describe a combina-
tional logic circuit. One frequently used means to convert logic equations into
layout topology is with a PLA generator, as described in Chapter 9. Two other
methods for generating geometrical layouts from logic equations are discussed
next: the Weinberger array® and SLAP!? (a methodology for silicon layout).

A Weinberger array uses a regular structure of NOR gates to implement
combinational logic in an integrated circuit form. This array structure was intro-
duced in Chapter 9. Figure 10.2-5 shows a Weinberger array used to implement
the full adder carry function described by

K =AB + AC + BC (10.2-1)

Since the final structure is regular, it is not difficult to construct a computer
program to generate the array layout using logic equations as program input. By
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FIGURE 10.2-5 :
Weinberger array for full-adder carry.

use of DeMorgan’s theorem, any combinational logic function can be realized
using only NOR gates. In fact, the Weinberger array requires at most a series
path of three NOR gates between an input and an output to realize a combinational
logic function. Remember that a single-input NOR gate is an inverter. Thus, a
first NOR gate may be required to provide the complement of an input while the
final two levels use the NOR-NOR logic form to realize the logic function in
product-of-sums form.

The use of NOR gates for a Weinberger array allows a constant size for
the pullup devices even though the number of inputs and their corresponding
pulldown devices may differ for each gate. Careful design allows adjacent gates
to share a single ground path, as shown in the layout of Fig. 10.2-6. This array
structure can be easily expanded by adding input variables at the bottom and NOR
gates to the right without changing the existing structure.

A comparison of the Weinberger array with the PLA yields an interesting
result. Even though the logic of a PLA is realized entirely with NOR gates, the
AND-OR logic form corresponding to a sum-of-products description is normally
used. The AND-OR logic form can be realized with NOR gates only by inverting
both the inputs and outputs. This requires a series string of four or five NOR gates
between the PLA inputs and outputs, thus causing more delay for a PLA imple-
mentation of logic than for a Weinberger array implementation which requires
only three levels of logic. _

In contrast to the PLA and the Weinberger array, both with predefined
array structures, a third method called SLAP has been proposed to compile logic
equations into layout form. SLAP first converts logic equations into a directed
graph with a graph level for each level of the logic equations. If double-rail inputs
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FIGURE 10.2-6
Layout for Weinberger array.

are available, at least two levels of gates are required to implement a general logic
function. The SLAP methodology, however, allows realization of intermediate
outputs that may then be used as inputs for other logic functions. A graph
with an arbitrary number of levels may be required, depending on the particular
representation for the logic. Figure 10.2-7 shows the directed graph for the logic

functions of the following equations.
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FIGURE 10.2-7
Directed graph for Eqs. 10.2-2 through 10.2-5.

fi =AB + CTD + ACD (10.2-2)
fa =AC + f1 (10.2-3)
f3 =ACD + CD + f, (10.2-4)
fa=CD+ D+ f, (10.2-5)

This directed graph is formed by placing logic gates with external inputs at
the first level, secondary logic gates at the next level, and so on. Heuristics are
then used to improve the organization by reducing the number of required levels,
if possible, and to reduce the resulting layout area required. The layout density
achieved with this method is about the same as that accomplished with gate array
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structures. An important characteristic of the SLAP methodology 1s that general
logic structures can be compiled directly into a geometrical layout, whereas the
PLA format forces a two-level logic realization.

In this section, four methods of generating layout from symbolic repre-
sentations were introduced. Of the first two, parameterized layout representation
and parameterized module generation, the second is growing in popularity for
layout of today’s designs. Graphical symbolic layout also enjoys success as a
technique for layout of random logic. Synthesis of layout directly from the fourth
symbolic form, logic equations, is fast becoming a widely used technique for
generating integrated circuit layout.

COMPUTER CHECK PLOTS

Generation of a layout plot from a geometrical specification file for an integrated
circuit is often desirable. In the past, large-scale plots, some almost big enough
to cover one end of a basketball court, were generated so that visual checking
of circuit layout could be performed. Most of these visual checks can now be
performed directly from a computer-based geometrical specification file without
manual intervention. A computer program can verify fixed rules for the millions
of geometrical figures used to describe VLSI circuits without tiring and without
error — a task that is essentially impossible for humans. However, human capability
to critique overall structure or to detect inconsistencies in an otherwise regular
design is difficult to duplicate with computer-based checks. As a result, hardcopy
plots of integrated circuit designs are still used for finding errors, for promotional
literature, and for many other purposes. Such plots are called computer check plots.

Computer check plots for integrated circuit designs are created in both
soft- and hardcopy form on CRTs, printers, and plotters using color or black
on white representations for the layout artifacts. Check plot devices range from
monochrome CRTs, with only 24 X 80 character resolution for the entire display,
to laser printers with 300 dots per inch or higher resolution. To compare the
maximum usable display capability over this range of resolution, an example
using a static memory cell is examined next.

The static memory cell of Fig. 10.1-7 has dimensions of 16 A X 30 A for an
area of 480 A2. A monochrome alphanumeric CRT using character graphics with
24 lines by 80 columns can display an area of 1920 A2, although the effective area
is somewhat less because of the 1:3 aspect ratio of the CRT display resolution.
All details of the static memory cell are visible in the CRT display, as shown
in the hardcopy plot of Fig. 10.3-1, but the cell’s relation to other cells is lost.
As a second example, a dot matrix drawing normally requires a resolution of at
least 5 dots per A to define the smallest details of a circuit. For a printer with
a resolution of 100 dots per inch, the static memory cell requires a plot that is
about 0.8 X 1.5 in. to show the details of the circuit. Figure 10.3-2 provides a
plot of this size for the memory cell of Fig. 10.1-7. If the memory cell were part
of a 1K-bit memory (32 cells X 32 cells), a high-resolution plot of the entire
memory array would require 25.6 x 48 in. Of course, the general form of the
memory area could be discerned with a much smaller plot. Figure 10.3-3 shows
a plot at one-tenth this scale (2.56 X 4.8 in.) for the 32-by-32 cell array.
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FIGURE 10.3-1
Hardcopy plot of SRAM cell as displayed on 24 line by 80 character CRT (A = one character
width).

A typical graphics CRT display with a 19 in. diagonal screen (15 in.
horizontal X 11 in. vertical) might have a resolution of 760 by 480 dots. This is
roughly 50 dots per display inch. Based on the analysis above, the details of a
152 A by 96 A circuit could be displayed in its entirety on the screen. This would
correspond to about a five-by-six array of the memory cells described above.
Figure 10.3-4 shows a hardcopy plot of the memory cells that could be seen on
the CRT display. Of course, an entire chip can be displayed if the layout is scaled
so that the finer details of the chip are lost. Figure 10.3-5 shows the entire layout
for a 220 X 230 mil image-processing chip composed of sixteen, 12-bit serial
multipliers with associated circuitry and input/output pads.

Color displays and plots are always a higher-cost feature than black and
white; where color is available, each integrated circuit layer is represented using

FIGURE 10.3-2
Minimum size plot for Fig. 10.1-7 with 100 dots/inch resolution.
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a different color. Aside from their aesthetic appeal, color renditions of circuits
show higher information content per unit area, allowing display of larger circuits
in a given area. For a color display, only 2 to 3 dots per A of resolution are
necessary to delineate circuit details. Additionally, individual color levels can
be used to show labels, flag geometrical design rule violations, or highlight
specific features of a circuit. Most modern graphics workstations provide color
displays.

When black on white plots are generated, two primary methods are used
to distinguish individual layers. Line drawings, with each layer represented by
a different style of line (solid, dotted, dashed, dot-dash, etc.) are producible
on almost any printer with dot graphics capability (see Fig. 10.3-6). Filled draw-
ings with different layers shown by characteristic area fill pattern (fine dots, heavy
dots, diagonal lines, vertical lines, etc.) are popular, even at the expense of
increased computer time to generate the plots, greater wear on the printer mech-
anism, and longer time to print the plots. Laser printers provide good resolution

(300 dots per inch) and are frequently used for area fill check plots. A primary
advantage of the filled drawing of Fig. 10.1-7, compared with the line drawing
of Fig. 10.3-6, is that the concept of area for integrated circuit layers i1s quickly
conveyed to the viewer by the filled drawing. This concept is important to the
designer since the fabrication process operates on contiguous areas rather than the
individual boxes used to describe them.

In this section, a short summary of integrated circuit display media and their
corresponding resolution requirements was presented. It is important to have high-
resolution display and hardcopy capability for integrated circuit layout design.
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DESIGN RULE CHECKS

Integrated circuits are created from several layers whose geometrical structures
are defined by photolithographic masks. At any given time, a minimum resolution
exists for the structures that can be fabricated on silicon because of lithographic
and processing constraints. Any attempt to define structures that require higher
resolution or accidental specification of a higher resolution through carelessness
may lead to nonfunctional circuits. Also, violation of certain geometrical relation-
ships among layers may cause failures because of processing constraints. For each
process, a set of guidelines called design rules is specified to encapsulate geo-
metrical fabrication constraints. The design rules for the CMOS process described
in Table 2B of Appendix 2 are used as the basis for the following discussion.
However, most of the rules are determined by general lithographic and processing
constraints so that similar rules apply to other processes as well.

Geometrical Design Rules

A conceptual explanation of geometrical design rules is provided in this section.
Design rules were introduced in Sec. 2.3 of this text. Geometrical design rules
for a single integrated circuit layer are simple; they involve only spacings and
widths. Figure 10.4-1 demonstrates a 2 A spacing between polysilicon conductors

- 24
2 [

FIGURE 10.4-1
177155 Minimum width polysilicon conductors.

that are each 2A wide. It is worth noting that if a mask layer is complemented, all
widths become spacings. This is shown in Fig. 10.4-2, where the complemented

polysilicon conductor widths from Fig. 10.4-1 appear as spacings. Therefore, if
width is considered in terms of the complement of the layer definition, all single-

layer rules can be treated as simple spacing rules. This means that the same
computer algorithm can be used to check for both width and spacing errors.
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An interesting conceptual understanding of design rules was provided by
Lyon.!! His explanation is based on the scalable parameter A, which is said to
describe the minimum resolution of the fabrication process. In practice, fabrica-
tion processes are usually characterized by their minimum transistor length. The
parameter A is normally specified as half the minimum transistor length. Thus,
a 2 p process has a minimum gate length (and width) of 2 w, and A would be
set to 1 w. Thus, A is not directly a measure of process resolution, but rather is
proportional to the minimum device length. With this in mind, the following two
meta rules (a meta rule is a rule about rules) were proposed by Lyon to generalize
geometrical design rules in terms of A.

zanats
E4RERE

FIGURE 10.4-2
Complemented layout, where spacings become

65177 widths.

1. A 1 A error should not be fatal, although the intended performance of the
integrated circuit may be degraded.

2. A 2 A error may be fatal and almost certainly will degrade the performance
of the integrated circuit.

Consider the minimum width of 2 A for the polysilicon conductor shown in
Fig. 10.4-3a. If the width of the actual polysilicon that is fabricated on the chip is
I A less than this minmimum, as in Fig. 10.4-3b, the polysilicon will still conduct,
although its resistance will double. If the fabricated polysilicon conductor is 1 A
wider than the minimum, as in Fig. 10.4-3¢, the resistance is lowered, but the
polysilicon still functions as a conductor. Thus, a change in width of 1 A does
not cause an obviously fatal problem for the polysilicon interconnection.
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Now consider a 2 A deviation from the design width of 2 A. If a minimum
width polysilicon conductor is narrowed by 2 A, as in Fig. 10.4-4a, there is no
conductor left—certainly a fatal error unless the connection was redundant. If the
width is increased by 2 A as in Fig. 10.4-4b and the minimum polysilicon spacing
is 2 A, there is a chance that the polysilicon conductor will contact an adjacent
polysilicon conductor, causing a short circuit—also a fatal error.

Other design rules involve more than one level and are harder to remember
and to verify. As an example of a two-level rule, consider that a transistor is
created by the area common to polysilicon and diffusion. This transistor area must
satisfy the 2 A minimum length rule, so the smallest transistor size is 2 A by 2
A. The diffusion areas for the source and drain of a transistor also must satisfy a
2 A minimum length. This rule is sometimes confusing from a layout viewpoint
since the source, the drain, and the transistor gate area appear as one contiguous
diffusion area. Thus, a source area 1 A long combined with a transistor area 2 A
long and a drain area 2 A long, shown in Fig. 10.4-5a, appears as a diffusion area
5 A long and does not seem to violate the 2 A diffusion length rule. However,
Fig. 10.4-5b shows that a source only 1 A long could disappear as a result of a
1 A alignment error between polysilicon and diffusion—thus a 2 A rule must be
specified for the transistor source/diffusion dimensions. Typical design rule sets
for several processes, including NMOS and CMOS, are provided in Appendix 2.
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FIGURE 10.4-4
DRC fatality meta rule.
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Computer Design Rule Checks

If a designer creates or changes a geometrical specification file manually, a design
rule check (DRC) is required. Because of the large number of geometries and the
wide variation in number and style of geometrical design rules in today’s circuits,
computer-based DRCs are necessary. Two different styles of DRC programs are
in wide use. These can be categorized as polygonal checks and raster scan checks.
Both styles will be described briefly. '
Polygonal design rule checks are widely used within the semiconductor
industry. The geometrical specification file is expanded to produce polygons
defining all connected areas for the layer(s) of interest. Note that the layer‘ of
interest may be a composite area such as active transistor area or perhaps depletion
transistor area. Or it may be a difference area such as the ion implantation
overhang created by subtracting the depletion transistor area from the ion implan-

Drain Apparent

Drain  Apparent diffusion  diffusion

diffusion diffusion

Polysilicon Polysilicon

Source
diffusion

(a) ®)

FIGURE 10.4-5
Transistor source width.

tation area. These special areas can be defined by logical operations on primitive
layers. Once the polygonal definitions are formed, they can be analyzed for width
and spacing errors. One valuable feature of encircling a connected area with a
single polygon is that electrical connectivity information is immediately available.
Polygonal design rule checks require substantial computing resources because of
the many mathematical operations that must be performed during the check.

Design rule checks can also be performed in a relatively simple way as raster
scan checks by passing small filters over a rasterized image of the integrated
circuit. To allow this, an entire geometrical specification file is instantiated
(expanded into the geometries and layers that represent the layout) within a two-
dimensional array where the dimensions represent the x and y coordinates of a
point and the contents are binary variables to indicate the presence or absence of
each layout level. The resolution of the x and y coordinates limits the precision
of the design rule checks. Filters such as a 4 X 4 array,!? a “plus” symbol,
or a circled “plus” symbol!? have been used to scan the instantiated layout to
check for design rule violations. These methods are conceptually simple and
computationally clean, but lack the accuracy and connectivity information of the
polygonal methods.
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Design Rule Checker Output

To demonstrate the results from a raster scan DRC program, several errors were
placed in a geometrical specification file. The layout for this file is shown in Fig.
10.4-6. The resulting output from the DRC program is shown in Fig. 10.4-7. The
DRC program outputs a heading that gives the name of the file, the date and time,
the bounding box coordinates for the checked area, and the macro number. Below
the heading, a list of all vertical and horizontal errors is provided. This particular
sample contains three vertical and four horizontal errors. Each violation is shown
by a one-line entry containing the identification of the violated rule, the x and y
coordinates of the violation, the violation or error distance, and the length over
which the violation occurred. The resolution of the layout of Fig. 10.4-6 and the
DRC results of Fig. 10.4-7 1s 0.5 A.

Definitions of the seven rule violations from Fig. 10.4-7 are given in Table
10.4-1. In each case these errors involve a spacing violation. For example, Rule
6.2 is a metal spacing error. A glance at the upper left corner of Fig. 10.4-6
shows a T formed by a long horizontal metal section and a short vertical metal
section separated from the horizontal metal (top of the T) by about 1 A. From
Rule 6.2, the spacing must be at least 3 A unless the two metal sections should
be joined, in which case the spacing would be zero. As an exercise, the reader
should find the location of each of the errors listed in Fig. 10.4-7.

Once the cause of an error 18 determined, corrective action must be initiated.
Since the DRC output gives the exact x and y coordinates of the violation, it
is usually relatively simple to use an interactive graphics CRT to display the
error. Actually correcting the error may not be so simple. If the layout is loosely
packed, correction in place by adjusting a single geometrical figure can possibly
be done. For some layouts, however, an error will occur in a space-critical area,

requiring changes of a large number of geometries. For this reason, it is crucial to
generate a correct layout through automatic means or, in the case of a handcrafted
design, to check the layout frequently for geometrical design-rule errors as it is
generated. With care, errors are caught early before correction causes difficult
problems.

TABLE 10.4-1

Design rule error definitions

Rule Length Definition

1.2 3A Diffusion spacing

4.2 2A Polysilicon spacing

4.3 A Polysilicon-to-diffusion spacing
53 A Polysilicon larger than contact
5.6 A Metal larger than contact

6.1 3A Metal width

6.2 3A Metal spacing
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Sample layout for DRC.
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LDRC version 3.1156

Design rule check of file: BGA.TAM
Date 9-MAR-89 Time 21:08:05

Xmin= 0.0 Xmax= 950

Ymin= 0.0 Ymax= 59.0

Macro name is BGMLT

Macro number is 99

Vertical errors

Rule X loc Y loc Error X len
6.2 5.5 47.5 1.0 4.0
5.3 22.0 17.0 0.5 2.0
6.1 82.5 20.5 1.0 12.5
Vertical error count: 3

Horizontal errors

Rule X loc Y loc Error X len
4.3 10.5 20.5 0.0 3.0
4.2 185 41.5 0.5 7.0
1.2 66.5 18.5 1.0 50
56 80.0 415 1.0 20

Horizontal error count: 4
Total number of Design rule violations: 7
Design-Rule Checker Execution:

CPU Time 0: 0:26.06
Page Faults 354

FIGURE 10.4-7
DRC output for Fig. 10.4-6.

The DRC program used here was run in the batch mode on a computer after
the layout was complete. Many CAD systems allow DRCs as geometries are
entered through an interactive graphics CRT using an incremental DRC program.
Either the designer is prevented from placing geometries that would violate design
rules, or a pending violation is flagged immediately by an error message. This
minimizes the need for major changes after the layout is almost complete.

DRCs are one of the more time-consuming, yet important, design verifi-
cation steps. Both polygonal and raster scan DRCs are possible. A good DRC
program provides output that accurately identifies the type and location of each
error. A good interface between the DRC program and an interactive graphics
editor is important for displaying and correcting DRC errors.
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CIRCUIT EXTRACTION

After the design and layout process is complete, MOS circuits are characterized
by a machine-readable specification prior to the mask-making step. This speci-
fication is usually a geometrical specification file as described earlier. This file
contains all the information about the geometries, levels, and placements for
the circuit to be fabricated. Because geometrical specification files contain large
quantities of detailed information about the integrated circuit, it is difficult for
a designer to determine whether this information accurately describes the circuit
that was intended. Fortunately, computerized methods exist to extract the circuit
information from the geometrical specification file. The process of extracting the
circuit information from the geometrical description is called circuir extraction.

A circuit extraction program expands the geometrical specification file of
the integrated circuit into a layer-by-layer description of the geometries and
their placements. This description is then scanned to locate all transistors and
interconnections for the circuit. A result of the circuit extraction program is a net
list. A ner list is a set of statements that specifies the elements of a circuit (for
example, transistors or gates) and their interconnection. Individual transistors are
described along with the nodes to which they connect. This information allows
creation of a circuit diagram based on the actual geometrical specification file.
Most importantly, the extracted circuit can be compared with the original circuit
specified by the designer so that differences are annotated. A difference usually
indicates an error that must be corrected. This comparison is called an LVS (layout
versus schematic) design verification step.

In addition to providing the details of circuit interconnections, circuit extrac-
tion is useful for calculating layout areas and perimeters for each integrated cir-
cuit layer at each node of the circuit. These layout areas and perimeters can be
used to accurately calculate the parasitic capacitances and resistances that load
the active devices. Prior to the layout and extraction step, most circuit parasitics
can only be estimated by the designer. With accurate capacitance and resistance
values from circuit extraction, a design can be accurately simulated to ensure
correct operation. Thus, circuit extraction is an essential design verification tool
for accurate characterization of modern integrated circuits.

Circuit Extractor Output

As a minimum, the output from a circuit extraction program should contain a
complete list of transistors showing the type of transistor (p-channel, n-channel,
depletion, etc.) and the nodes to which the transistor is connected. The circuit
of Fig. 10.5-2 was extracted to show typical ﬂutput A Sample of such output,
called a net list, is shown in Fig. 10.5-3.

The extracted output of Fig. 10.5-3 lists an arbitrary tranmstor number;
the drain (DS1), source (DS2), and gate (G) connections; the type of transistor
(enhancement or depletion); the shape (ok means rectangular); the length and
width of the transistor; and the x and y coordinates of the upper left corner of the
transistor. All dimensions are based on the parameter A. The resolution of Fig.
10.5-2 and its extracted output listings is 0.5 A . With this information, transistor
size can be verified, individual transistors can be located, and the Vpp connection
for the depletion transistors (the normal case) can be verified. The net list provides
sufficient information to allow reconstruction of a transistor-level circuit diagram
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FIGURE 10.5-2
Sample layout for circuit extraction.
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LEXTRACT version 3.337
Date 4-MAR-89 Time 19:54:46

Xmin= 00 Xmax= 950
Ymn= 00 Ymax= 2140

Macro name is BGMLT
Macro number is 99

Final merge node list

Num DSt DS2 G Type Shape  Length  Width X-loc  Y-loc
1 GND 42 3 enhN ok 3.0 8.0 54.0 208.5
2 GND 6 4 enhN ok 3.0 8.0 22,0 203.5
3 42 7 5 enhN ok 3.0 8.0 54.0 203.5
4 6 vDD 6 depN ok 6.0 2.0 24.0 194.0
5 7 VDD 7  depN ok 6.0 2.0 56.0 194.0
6 3 VDD 3  depN ok 12.0 2.0 11.0 182.0
7 VDD 5 5  depN ok 12.0 2.0 76.0 173.0
8 3 51 4 enhN ok 3.0 5.0 5.0 170.0
9 9 VDD 9  depN ok 12.0 2.0 43.0 170.0

10 51 9 6 enhN ok 3.0 5.0 20.0 165.0

11 51 55 11 enhiN ok 3.0 5.0 5.0 148.0

12 9 12 4  enhN ok 3.0 5.0 27.0 148.0

13 55 12 10 enhN ok 3.0 5.0 20.0 143.0

14 12 5 6 enhN ok 3.0 5.0 42.0 143.0

15 b 13 4 enhN ok 3.0 5.0 49.0 137.0

16 55 GND 14 enhN ok 3.0 5.0 5.0 126.0

17 12 17 11 enhN ok 3.0 5.0 27.0 126.0

18 GND 17 15 enhN ok 3.0 5.0 20.0 121.0

19 17 13 10 enhN ok 3.0 5.0 42.0 121.0

20 3 18 2 enhN ok 3.0 5.0 67.0 1125
FIGURE 10.5-3

Partial net list generated from Fig. 10.5-2 by circuit extractor (VDD and GND labels entered by
user).

(not shown) for the integrated circuit. The extracted circuit diagram can be
compared with the intended circuit diagram for omissions or errors.

Additional information based on the circuit extraction should be provided.
For example, for each integrated circuit layout level, a complete list of nodes
with their corresponding areas and perimeters can be provided. If the capacitance
per unit area is known for each level, the circuit extraction program can provide
an accurate estimate of the capacitance at each node. Figure 10.5-4 provides a
partial circuit extractor output for the layout of Fig. 10.5-2 showing the details of
the integrated circuit layers that form the nodes of a circuit. For each extracted
geometry, this output lists the area, top edge length, left edge length, x and
y coordinates of the upper left corner of the geometry, the new merged node
number, the old node number assigned to the geometry during extraction, the

layout level, and the node name (if any).
125

CuuDuongThanCong.com https://fb.com/tailieudientucntt


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

LOGIC AND SWITCH SIMULATION

Digital integrated circuits are designed to operate with binary representations for
data. The basic presumption is that only two logic states are important for each
signal line. Thus, knowledge of a precise voltage versus time characteristic for
each node in the circuit is not necessary to design or analyze digital circuits. For
many purposes, this simplifies both the circuits and their analysis compared to
analog circuits. Nevertheless, computer simulation and verification of a circuit’s
functionality are necessary. Even though a digital circuit is designed based on
logic gates, the logic gates are fabricated from the basic transistors and conductors
allowed by the integrated circuit process. Therefore, it is often the case that the
clectrical operation of a simple logic circuit must be characterized by using a
circuit simulator such as SPICE.

‘Though circuit simulation of digital circuits is frequently used, such circuit
simulation has several drawbacks. As described in the previous section, the
large number of logic gates in most digital integrated circuits precludes circuit
simulation of the entire system because of the extended computer time required.
Also, standard circuit simulators provide more detail about circuit voltages than is
required to analyze a logic circuit. In an effort to reduce computer simulation time
and to provide appropriate data to characterize the operation of digital circuits,
logic simulators were developed.

Logic-level Simulation

Logic simulators allow specification of the operation of a circuit block in terms
of its behavior. For example, a simple logic gate is described by its behavior,
such as AND, OR, or NOT. More complex digital blocks such as full adders

and multiplexers are each described by their corresponding behavior rather than
their circuit structure. The circuit inputs are specified as binary values that change
at discrete time intervals. Logic simulator outputs are provided as binary values
as well. Pure logic simulation does not model time delays through logic blocks.
Only the logical behavior of the simulated system is considered, although the
concept of sequence wherein one action precedes another is important. Timed
logic simulation considers the delays of logic gates and blocks in determining
when outputs will change. Because a logic simulator models the circuit in terms
of an abstracted (less detailed) representation, larger circuits can be simulated in
a much shorter length of time than with circuit simulation. Consider the following
example.
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Commercial logic simulators model digital logic in terms of four or more
states. As a minimum, these states include 1, 0, X, and Z. The logic values 1 and
0 model the high and low logic states. The value X is used to model an unknown
condition. For example, the value of an internal logic node may be unknown when
simulation is started. The value Z is used to model high-impedance (undriven)
nodes. A tri-state bus with all driving circuits turned off is an example of this
condition. Additional states may be defined to model the relative driving strength
of logic outputs. Of course, as the number of allowable states increases, the
simulator complexity and run time increase correspondingly.

Many logic simulators provide a variety of digital blocks for use in modeling a
digital system. Besides the simple logic gates and more complex logic blocks
mentioned previously, models for large digital blocks such as ROMs, RAMs,
PLAs, ALUs, and even FSMs are often provided. Simulation capability is nor-
mally provided for both synchronous and asynchronous sequential circuits in
addition to simple combinational logic.

Most logic simulators today are event driven. That is, calculations are required
only in response to external or internal events. External events include changes
in the state of inputs to the circuit. An internal event occurs when the output
of a logic function changes in response to changes in its inputs. For example,
when the input to an inverter changes, the corresponding change in the inverter
output is considered an event. The use of event-driven rather than fixed time-step
simulation algorithms reduces the time required for simulation of a circuit.

The capability of logic simulation is often measured in terms of events per
second or evaluations per second. Whenever the inputs to a logic block change,
an evaluation must occur to determine the correct output for the logic block.
Thus, an evaluation is the application of a circuit’s inputs to its behavior in order
to determine its outputs. An average factor of 2.5 evaluations per event is typical
for digital circuits. The performance of logic simulators depends on many factors
including the number of logic states, the cleverness of the algorithms chosen
for simulation, and the execution speed of the computer on which the simulator
is run. An execution rate of several thousand events per second is common for
today’'s logic simulators on typical computer workstations.

Switch-level Simulation

MOS integrated circuits present special problems for standard logic simulators
because of bidirectional pass transistors, transmission gates and charge storage.
Pass transistors are used frequently because of their desirable power dissipation
and interconnection characteristics. Pass transistors are difficult to simulate as
simple logic gates with a standard logic simulator. It might seem that the pass
transistor of Fig. 10.7-3a could be simulated by using the AND gate of Fig. 10.7-
3b. The following discussion shows why this is impractical.
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A simple analysis of the operation of the circuits of Fig. 10.7-3 shows that
the two circuits are not equivalent. Assume initially that both inputs and the
output are low for both circuits. If a logic 1 is placed on a single input, the
output remains low for both circuits. If a logic 1 is placed on both inputs, the
output goes high for both circuits. If a logic 0 is placed at the i input of the
two circuits, the output goes to a 0 for both circuits. Thus far, the operation of
the two circuits seems identical. However, assume that all inputs and outputs
are initially high. Further, consider that the source diffusion of the output of the
pass transistor provides parasitic capacitance to ground. If the ¢ input to both
circuits is moved to a logic 0, the AND gate output goes to a logic 0 while the
pass transistor output remains high because of the charge storage at its output.
Clearly, the operation of the pass transistor cannot be accurately modeled in this
fashion. Either a more complex logic circuit is required, or the logic simulator
must be modified to account for drive strengths and charge storage. Examples of
drive strength are driven, resistive pullup, and undriven. The output of the pass
transistor just considered is undriven when its gate terminal is at 0 V.

Because selector circuits constructed from pass transistors and transmission
gates are widely used within MOS circuitry, a logic simulator for MOS must
allow specification of individual transistors and their connections in addition to
simple logic gates. When a logic simulator can describe transistors in addition to
standard Boolean logical primitives, it is called a switch-level simulator.

A typical switch-level simulator operates on circuits described by nodes,
transistors, and logic gate primitives. Nodes are equipotential points to which one
or more terminals of one or more transistors or logic primitives are connected.
Each node has an associated name, logic state, capacitance (to ground), list of
events, and perhaps other information. Each transistor has a type (n-channel, p-
channel, or depletion), effective resistance (width and length are required), and
node connection for its terminals. Macros are often allowed to describe circuits
composed of several transistors; for example, logic gates may be constructed
from nodes and transistors. These logic gates are then used as primitives.

A byte-wide MOS binary adder circuit will be used as an example to show
the operation of a switch-level simulator.!” The circuit for a full-adder stage is

L c — .
i ] : X / —
FIGURE 10.7-3

(@) (b) (a) Pass transistor logic, (b) AND-gate logic.
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given in Fig. 10.7-4, and the corresponding input net list for the switch-level
simulator is provided in Fig. 10.7-5. This net list describes the circuit of Fig.
10.7-4 in terms of four primitive elements: invert, trans, nor, and pulldown. The
net list starts with a definition of a single-bit adder macro and its five inputs {a
b cif phil phi2} and two outputs { sum cof}. Additionally, seven local signals {af
bf ci p pf k phi2f} that are internal to the full-adder macro are specified. Each
primitive element is then instantiated with its connections to other circuit nodes
defined by arguments. The formats for these four procedure calls are: (invert out
in), (trans gate source drain), (nor out in0 inl in2), and (pulldown drain gate).

Next, eight single-bit full adders are combined to define a byte-wide binary
adder, as shown in Fig. 10.7-6. The external nodes of the byte-wide full adder
are first defined. The a, b, cof, and sum nodes represent 8-bit vectors that are
expanded by the repeat statement. Signals phil and phi2 are the nonoverlapping
two-phase clock inputs. The connect statement joins the cifi carry-input scalar to
the first carry-in bit, cof.0. The repeat statement next creates eight copies of the
full-adder circuit.

The results of a sample switch-level simulation run for the byte-wide adder
are explained next. The input vector a was set to 11111111, while the input vector
b was set to 00000000. This condition provides the longest carry propagation path
for the full adder. The initial carry-in bit cifi is set to the low-true condition. A
nonoverlapping two-phase clock is defined with each phase high for 90 ns and
a 10 ns separation between phases. The results from a simulation for a complete

Sum

FIGURE 10.7-4
Single-bit slice of clocked full-adder circuit,
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:Begin Full-Adder Macro

(macro adder (a b cif phi1l phi2 sum cof)
(local af bf ci p pf k phi2f)
(invert bf b)
({invert af a)
(trans b pf a)
(trans bf pf af)
(invert (p 2 186)
(invert (ci 2 16
(trans cif sum p
(trans ci sum pf
{invert phi2f phi
(nor k af bf phi
(pul ldown cof k)
(pul ldown p phi2f)
(trans phil1 cof vdd)
(trans p cof cif)

)
‘End Full—-Adder Macro

FIGURE 10.7-5
Input net list for logic simulator describing circuit of Fig. 10.7-4.

Ilnstantiate Byte-Wide Adder
(node a b cifi phil phi2 sum cof)
(connect cifi cof.0)
(repeat i 1 8
(adder a.i b.i cof.(1 = i) phil phi2 sum.i cof.i)

)

‘End of Byte-Wide Adder
FIGURE 10.7-6

Input net list for a byte-wide binary adder.

cycle (200 ns) of the two-phase clocks are given for the first and last sum (sum. 1,
sum.8) and carry-out (cof.1, cof.8) bits only. Only changes in logic value of these
bits are provided; that is, only simulator events for these bits are included. A
typical event produces a statement with the format: name = value @ time.

¢, cycle: (+ = 0 ns to 90 ns), precharge

cof.8 =1 @ 2.4
cof.1=1@ 2.6
sum.1 =0 @ 2.8
sum.8 = 0 @ 3.2
¢, cycle: (+ = 100 ns to 190 ns), evaluate
cof.1 =0 @ 103.2
cof.1 =1 @ 104.4
sum.8 = 1 @ 104.9
cof.1 = 0 @ 109
sum.8 = 0 @ 129.8
cof.8 = 0 @ 130
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Note that all carry bits are precharged to a 1 during each ¢, cycle. According to
the simulation results shown, the cof.8 bit changed to 1 at 2.4 ns and the cof.]
bit changed to 1 at 2.6 ns after ¢, was set high. As can be determined from the
circuit connections of Fig. 10.7-4, the sum bits should be set to 0 during each
¢, precharge cycle. The sum.] bit went to O at 2.8 ns and the sum.8 bit went to
0 at 3.2 ns after ¢, was set high.

During the ¢, evaluate cycle, the carry and sum bits are set according to
the sum of the two addends a = 11111111 and b = 00000000 and the carry in
cifi = 0 (indicates a carry in). During the evaluate cycle cof./ changed to 0 at
3.2 ns, to 1 at 4.4 ns, and then back to 0 at 9.0 ns after ¢, was set high. The
most significant carry bit, cof.8, was set to 0 some 30 ns after ¢, was set high.
Also, sum.8 was set to 1 at 4.9 ns and then to 0 at 29.8 ns after ¢, was set high.
For the input vectors given, each full-adder stage should have set its sum bit to 0
to indicate a sum of 0 and its carry bit to 0 to indicate a carry out of 1 (the carry
bits use negative logic). The final results from simulating the first clock cycle are
as expected. Note that the final event (cof.8 set to 0) occurred 30 ns after the ¢
clock was set high.

Prior to the second clock cycle, the carry-in bit is set to a false condition
(cifi = 1). The following simulation results are for the second clock cycle
(200 ns = r < 400 ns).

¢, cycle: (r = 200 ns to 290 ns), precharge
cof.8§ = | @ 200.2
cof.1 = 1 @ 200.4

¢, cycle: (t = 300 ns to 390 ns), evaluate
sum.8 = 1 (@ 304.9
sum.1 = | (@ 304.9

During the second ¢, cycle, the carry bits change as they are each
precharged to 1. The sum bits do not change during ¢, since they were already
each left set to 0 after the previous ¢, cycle. During the second ¢, cycle, the
sum and carry bits should be changed to indicate the sum of the two addends a
= 11111111 and b = 00000000 and the carry in cifi = 1. Thus, all sum bits
should be set to 1 and all carry out bits should be set to 1 indicating no carry out.
The simulation results show that the sum bits are each correctly set to 1 during
the second ¢, cycle. The carry bits do not change since they were each set to 1
during the precharge cycle.,

For a third clock cycle (400 ns = ¢ << 600 ns), the carry in bit is set to 0
again (cifi = 0) and the results of the first clock cycle are repeated. These results
are as follows.

¢, cycle: (+ = 400 ns to 490 ns), precharge
sum.l = 0 @ 402.8

sum.8 = 0 @ 403.2
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¢, cycle: (r = 500 ns to 590 ns), evaluate
cof.l = 0 @ 503.2
cof.1 = 1 (@ 504.4
sum.8 = 1 @ 504.9

cof.1 = 0 @ 509
sum.8 = 0 (@ 529.8
cof.8 = 0 @ 530

The previous results for three clock cycles demonstrate the operation of a
switch-level simulator. Both the timing of the byte-wide adder and the correct
logical operation of the adder are observed for the input conditions provided,
Other switch-level simulators have different input and output formats and different
capabilities, but all operate assuming discretized values for the circuit variables,
and all produce results much faster than complete circuit simulation.

Hardware Logic Simulation

Even with the increased speed of logic simulators as compared with circuit simu-
lators, full simulation of large digital circuits via general-purpose computers is not
practical. An alternate approach is in use by several companies. Special-purpose
hardware that executes many simulation steps in parallel has been developed to
speed the simulation process. One of the early, large parallel simulators was the
YSE (Yorktown Simulation Engine)'® developed by IBM. This hardware con-
sists of hundreds of identical processing units that each simulate part of the tar-
get circuit. By spreading the calculations over a large number of processors,
even large-mainframe computers can be simulated in detail. Of course, such
special-purpose hardware is expensive to build and to operate. Even so, several
companies now offer hardware accelerators to enhance the speed of logic
simulation.

In the future, methods of machine verification other than total logic sim-
ulation must be found. Logic simulation time increases exponentially with the
number of logic components to be simulated. Thus, faster computers are neces-
sary to simulate next-generation computers that contain more logic components.
But how can the next-generation computers be built if the simulation capability
of present-generation computers is inadequate?

‘Two current approaches to this problem are verification proofs and hierar-
chical simulation. For relatively simple hardware, it has been possible to verify
correct logical operation by mathematical proofs. Unfortunately, the utility of this
method diminishes quickly as the size and complexity of the hardware increase.
The second method, hierarchical simulation, attempts to model the target machine
at various levels of abstraction. Small blocks of hardware are verified by logic
simulation. These blocks are then interconnected and simulated together without
the internal detail of each block. Neither of these methods has been entirely
successful, and both are now active areas of research and development.

132

CuuDuongThanCong.com https://fb.com/tailieudientucntt


http://cuuduongthancong.com?src=pdf
https://fb.com/tailieudientucntt

TIMING ANALYSIS

For most digital circuits, a very important parameter is the maximum rate at
which the circuit can correctly process data. For microprocessors, the processing
speed is usually given in MIPS (millions of instructions per second); for scientific
calculations, the rate of execution is given in FLOPS (floating-point operations
per second); and for logical inference machines, the characteristic measure is LIPS
(logical inferences per second). The execution rate of each of these machines is
limited by parasitics and governed by its input clock. A primary goal in the design
of a digital computing machine is to operate with the fastest possible input clock.

Each digital integrated circuit has a maximum rate of operation. This rate
of operation is limited by the output drive capability of its logic elements and
by the capacitance and resistance of the loads they must drive. In a FSM (finite-
state machine), the clocking rate is limited primarily by the longest path through
its combinational logic section. For integrated circuits composed of large blocks
of circuitry, the maximum clocking rate may be limited by signal lines that must
carry information between the blocks. The designer’s task, then, is to find those
paths in an integrated circuit design that cause the maximum delay and then to
modify the circuitry to minimize that delay.

Finding the longest delay paths, called critical paths, for an integrated
circuit is not a simple task. Until recently, the most common technique for finding
critical delays was for the designer to perform detailed circuit simulation on the
paths that were suspected of contributing long delay times. Of course, using circuit
simulation for this task was not foolproof. Many times an unsuspected path that
was not considered for simulation would limit the maximum clock speed. More
recently, computer programs have been designed specifically to seek out delay
paths directly from the circuit definition without requiring simulation. This type
of computer analysis is called timing analysis.

Timing Analysis Methodology

Timing analysis differs from circuit and logic simulation in that all possible signal
paths are considered. Circuit simulation and logic simulation both require the
specification of input signals to control the simulation. Thus, only delay paths
that are exercised by the particular set of inputs are tested. For many digital
circuits, it is computationally impossible to provide sufficient input conditions to
test the circuit fully. Timing analysis tools work by tracing signal paths instead
of simulating the circuit for specific inputs. Specifically, timing analysis uses
state-independent path tracing. Each time a logic gate is encountered, the gate is
assumed to pass the signal regardless of the state of the other inputs to the gate.
A signal path is terminated only when an output is reached or a clocked storage
element is found. With this method, all possible delay paths are tested.

An example of timing analysis signal propagation through two logic gates
is shown in Fig. 10.8-1. The signal path starts at input x and reaches the NAND
gate. Inputs a and b for the NAND gate are assumed high to allow continuation
of the signal path. When the signal reaches the NOR gate, input ¢ is assumed low
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=0

o] ” FIGURE 10.8-1
State-independent path trace.

to allow continued propagation of the signal. Finally, the signal reaches an output
y , where it terminates. The delay for this signal path includes the contributions of
the NAND gate, the NOR gate, and the series interconnections. The delay paths
from x to y, bto y, a to y and ¢ to y would all be found by a timing analysis of
this circuit. '

A second example shows a deficiency of timing analysis. From Fig. 10.8-2,
signal paths from a to b and from a to c are expected. However, state-independent
path tracing will also find a signal path from b to ¢ and vice versa. Although
the path from b to ¢ is a real path, it will not normally be exercised within this
circuit because node n is actively driven by the inverter. Analysis of additional
paths that will not be exercised during operation of a circuit can degrade the
performance of a timing analysis program. Circuit-level timing analyzers allow
direction setting for pass transistors and transmission gates to circumvent this
problem. Unfortunately, unless this is carefully done, some critical signal paths
may be eliminated from consideration.

Timing Analysis Tools

To provide further insight into the capabilities of circuit-level timing analysis
programs, two such programs will be described here. The first of these, called
TV, attempts to set directions for circuit elements by using rules. These rules,
by setting some transistor directions, minimize the number of false paths that are
found. The second tool, Crystal,?® provides a wide range of capability, including
improved delay models and coverage for circuits built from CMOS technology.
TV timing analyzer for NMOS designs, operates from extracted circuit
parasitics and considers only stable, rising, and falling signal values. Program
execution time is minimized by a static analysis that sets signal flow direction and
clock qualification where possible. Otherwise, signal flow direction is determined
from a set of direction-finding rules. Some of the rules are independent of design
style. For example, the constant-propagation rule says that any transistor source

L

FIGURE 10.8-2
€ Problem paths for timing analysis.
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or drain connected to power, ground, or a clock must be a sink of signal flow,
while the other terminal must be a source. Figure 10.8-3 demonstrates this rule,
which by itself sets the directions for more than half the transistors in a typical
circuit. Another rule, demonstrated in Fig. 10.8-4, is based on Kirchoff’s current
law. This rule, the node current rule, states that if all but one of the transistors
to a node have a known direction, and the known transistors all sink or all
source signal flow, then the unknown transistor must transmit flow in the opposite
direction relative to the node. ’

Other signal-flow rules depend on technology or design style. For example,
in an NMOS technology design, the k-ratio rule for inverters can be used to set
direction. This rule is based on a standard device sizing ratio k as discussed in
Chapter 7 for ratio logic. By finding the minimum resistance to ground through
each unset (direction not specified) transistor connected to a pullup, a transistor
can be considered as a pulldown (signal flow toward the pullup) or a pass
transistor (signal flow away from the pullup), depending on the resistance ratio.
The reasoning is that resistances to ground that satisfy the device sizing ratio k
with respect to the pullup path must be part of the pulldown circuit for a logic
gate. Transistors that cannot satisfy ratio rules can be safely classified as pass
transistors and their direction set accordingly. Other rules cover pass transistors
connected to a common node and having a common gate signal, and analogous
structures where the direction of a boundary transistor can be determined, thereby
allowing arrayed versions of the structure to have their directions set accordingly.

Signal path analysis is started from the clock or other input nodes. Paths are
investigated in a breadth-first manner in accordance with the transistor directions
that were set by the static analysis. Delays for paths are calculated based on the
capacitance of the interconnections and the resistance of driving and series pass
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transistors. Transistors are assigned a rising and a falling resistance from tables
based on their use in the circuit. Signal direction changes are propagated so that a
rising input signal to an inverter produces a falling output signal and vice versa,
Pass transistors continue the direction of the input signal. Because path delays
are calculated from a linearized model, the delays may differ from actual circuit
values by 30% or more.

Output of the TV program includes a user-selectable number of the worst-
case paths. Equivalent paths, such as parallel paths in a data bus, are condensed
in the output list so that only the last path in the list is reported. Other useful
information such as slack time for paths, excessive power used to drive a noncrit-
ical path, and nodes with unusually high capacitance are reported. The TV timing
analyzer was successfully used in the analysis of the MIPS series of micropro-
cessor chips?! developed at Stanford University.

Another timing analysis tool, Crystal, was developed to analyze the RISC
computer chips?? developed at the University of California at Berkeley. This tool
has found widespread use throughout the VLSI design community, particularly
within universities. The timing analysis is based on a circuit description that is
extracted directly from a geometrical specification file. This description includes
transistor sizes and types, interconnection capacitance, and a rough calculation
of interconnection resistance. A simple delay model is used for each stage to
provide quick calculation of signal propagation delays along a path.

The Crystal timing analyzer was developed for MOS circuits with multiple
nonoverlapping clocks. The program attempts to determine how long each clock
phase must be to allow all signals to propagate to their destinations. The analysis
is state-independent, so all possible paths are checked. The user must specify a
minimum of information to begin the analysis. For two-phase clocking schemes,
only two signals must be specified. One of the clock phases is specified as a
rising edge or a falling edge to trigger the analysis. The other clock phase is
specified as a stable low value. The reason for this can be seen from the shift
register circuit of Fig. 10.8-5. Here a signal path trace is started from the ¢,
clock. Without a specified value for the ¢, clock, the signal path would continue
through all the stages shown. If the ¢, clock is set to a stable low condition,
then the signal path will terminate correctly after the first stage. The path delay

0y (rising) 02 1
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N — -»| Desired path 2 set low
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FIGURE 10.8-5
Clocked path analysis.
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will consist of the time for the first inverter to discharge (charge) the input of
the second inverter through the pass transistor gated by ¢, plus the time for the
second inverter to charge (discharge) the interconnection capacitance up to the
input of the pass transistor gated by ¢,.

Each path trace for a signal is started from a rising or falling input specified
by the user. As the signal path proceeds through inverters or logic gates, the
appropriate rising or falling direction is determined to correctly model asymmetric
stage delays. The path-trace analysis is done with a depth-first search algorithm.
Thus, a signal path is followed until it reaches a circuit output or is stopped by a
static signal specified by the user (like the ¢, condition examined in the previous
paragraph). Delay information from previous paths is maintained at each node so
that the signal path can be aborted on later path traces through the same node if
the cumulative delay is less than the stored value.

As with all state-independent timing analysis methods, the possibility of
reporting false paths exists. A simple example is given in Fig. 10.8-6, where a
signal path is gated by a signal and its complement. From a logical viewpoint,
there is not a signal path from node a to node ¢ because one of the AND gates
will be disabled by x or X. Since timing analysis is state-independent, this logical
constraint is not recognized, and the path from node a through node 4 to node ¢
will be considered and its delay calculated. A 1-of-n selector circuit is a classic
example of this condition. In normal operation, only one path through the selector
circuit will be enabled at any time, but state-independent timing analysis finds all
n paths. In most timing analyzers the capability exists to set signals to a stable
value to disable paths; however, this capability must be used carefully to avoid
accidentally disabling critical delay paths.

To facilitate fast operation, Crystal uses a simple delay model consisting of
an equivalent resistance for the drive transistor and a resistance and capacitance
for the interconnections and load devices. The transistor drive model is table-
driven with the equivalent resistance selected based on input signal slope and
capacitive load value. This is not as accurate as a circuit-level simulation but is
much faster. Once critical delay paths are found, they can be investigated with a
circuit simulator if more accurate results are required.

In summary, timing analysis is an important tool for integrated circuit
design. By using state-independent path tracing, it performs a function that is
difficult, if not impossible, to perform with timed logic simulators. The execution
time for timing analysis programs is determined by the size of the circuit

D
D
X ——-—Do— FIGURE 10.8-6
Logically impossible path.
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being analyzed. While timing analysis is used to find and correct critical delay
paths, correct functional operation can be verified with a logic simulator. Thus,
logic simulation and timing analysis function as partners to ensure that a digital
integrated circuit is functionally correct and that it operates at the proper speed.

REGISTER-TRANSFER-LEVEL SIMULATION

Specifications for the operation of digital integrated circuits are often given
in terms of high-level operations on information. These high-level operations
describe transformations on data as it moves from one storage device or register
to another such device. For this reason, descriptions of this type are known as
register-transfer-level descriptions.

Register-transfer-level descriptions provide a useful level of abstraction for
the description and simulation of digital systems. The logic simulators described
previously require too much detail about the exact logical structure of an inte-
grated circuit for early design simulation. Also, because of the detailed specifi-
cation of the logical structure of the circuit, complete logic simulation of an entire
circuit such as a microprocessor requires impractically large computer resources.
Alternatively, at the highest level, a natural language description of the function
of a digital system is often ambiguous and vague. A concise natural language
description of a next-generation computer might be, “build a new computer that
is like computer XYZ, but is twice as fast and uses less power.” To fill this gap
between natural language descriptions and logical definitions, high-level descrip-
tion and simulation languages have been developed. Of these, register-transfer-
level simulation languages allow specification and simulation of operations on
data words, in addition to single-bit operations.

The operation of a digital system can be defined precisely through the use of
a register-transfer-level description. In fact, one such language, ISPS (Instruction
Set Processor Specification), was developed to allow unambiguous description
and specification of computer operation.?> The ISPS language allows data bits
to be grouped into words. Logic and arithmetic operations are allowed on both
bit-level and word-level entities as they are moved between storage registers.
Operations common to most programming languages, such as conditional state-
ments, if-then-else constructs, case statements, and procedures, are allowed.
Thus, a register-transfer language is a special programming language tailored to
describing the operation of digital systems.

Simple RTL

For demonstration purposes, a primitive register-transfer language (RTL) will be
defined and used to describe the execution of one instruction from an early 8-bit
microprocessor. This primitive RTL is defined in Table 10.9-1. The first operation
required is the transfer operation—the contents of one group of bits (register) are
placed into another storage device. Second, the common arithmetic operations
of add and subtract are provided. Third, a simple condirional capabiliry to alter

control flow is added.
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TABLE 10.9-1
Primitve RTL Definition

Operation Description
A «—B transfer
C « A+ B addition
D «—A—-B subtraction
PC—BifA =20 conditional

The operation to be described using this RTL is the extended load of the
A accumulator of the Motorola 6802 microprocessor. This microprocessor has ¢
16-bit address bus and a separate 8-bit data bus. The A accumulator is an 8-bii
register. Execution of this instruction requires four memory cycles: fetch the 8-bii
instruction, obtain the high byte of the operand address, obtain the low byte of the
operand address, and obtain the data from the operand address. The approximate
register-transfer-level steps are given in Table 10.9-2 and are explained next.

The first step moves contents of the program counter (PC) to the address
bus (AB) in preparation for fetching the instruction byte. While the processor is
waiting for the memory to respond, the program counter is incremented. After a
delay time, the DBI (data bus input) is moved to the instruction register (IR). This
ends the first memory cycle. As the instruction is being decoded, the incremented
PC is moved to the address bus in preparation to fetch the next byte. The PC is
incremented again, and the contents of the DBI are moved to the internal data
bus (DB) and on to a temporary register (TMP) to complete the second cycle.
To begin the third memory cycle, the previously incremented PC is moved to the
AB and the PC value is incremented. The DBI contents are moved to DB where
they are held in preparation for the cycle that outputs the data address (this is
slightly oversimplified). The fourth and final cycle moves the data from DB to
the low-order bits of the address bus (ABL) and the contents of TMP to the high-
order bits of the address bus (ABH). At this point, the extended 16-bit address of

TABLE 10.9-2
Microprocessor Instruction Execution
Cycle Operation Explanation
| AB <« PC pc to address bus
PC —PC + 1 incr pe
IR <« DBI data to ir
2 AB <« PC pc to address bus
PC —PC + 1 incr pc
TMP <« DB « DBI data to tmp
3 AB <« PC pc to address bus
PC —PC + 1 incr pe
DB « DBI data to dynamic store
4 ABL < DB data adr to address bus
ABH « TMP data adr to address bus

ACCA « DB « DBI

data to accumulator
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the data is present on the address bus. The memory tesponds with the requested
data, and this data is moved from DBI to DB and into accumulator A (ACCA) to
complete execution of the instruction. These RTL statements describe at a high
level the execution of a simple microprocessor instruction.

ISPS Specification and Simulation

The Instruction Set Processor Specification (ISPS) language was developed for
the certification, architectural evaluation, simulation, fault analysis, and design
automation of instruction set processors. The language provides a behavioral
rather than a structural description. There are no part numbers, pin assignments,
layouts, or technologies defined. Of course, some structural information such as
register lengths, data path widths, and connections of components are necessarily
a part of the simulation. The operation of each part of a processor is specified
algorithmically by its behavior.

The ISPS notation includes an interface and entities. First, the carriers (mem-
ory) elements are defined. This usually includes an array of memory locations
with a specified bit width and number of words. Second, the procedures necessary
for the execution of the processor statements are defined. This usually includes
instruction decoding, effective address calculation, arithmetic and logical oper-
ation definitions, and memory load/store functions. ISPS provides a typical set
of program operators, including assignment, if, case, and repeat. Additionally,
provisions are made for concurrent or sequential processing. It is possible to
specify the bit length of words. Aliases are available for variables, and bit fields
of variables can be addressed directly by other variables. Normal number repre-
sentations include binary, hex, decimal, and octal. An example will be presented
to demonstrate briefly some of the capabilities of the ISPS language.

The Motorola 68000 microprocessor will be used as the example to describe
typical ISPS capabilities. Figure 10.9-1 shows the definition of the memory and
processor state. The memory is defined here as 1 K 16-bit words with the name
M and the alias Memory. The processor state includes definition of the program
counter (PC) and extended program counter (PCA), the register array (REG), the
instruction register (IR), and other required processor state holders. In each case,
the number of registers and the width in bits are defined. Multiple references to
some resources are specified. For example, an array of sixteen 32-bit registers
(REG) is defined. Then the data registers (D) are specified as the first eight
registers, and the address registers (A) are specified as the second eight registers
of the register array.
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HARDWARE DESIGN LANGUAGES

Machine-readable descriptions of integrated circuit designs have become an
important factor in designing VLSI circuits. These descriptions are often defined
in terms of design languages that, like computer languages, have specific syntax
and semantics. Such design languages have been used to describe circuits from
the geometrical level up through the architectural level. As new designs become
increasingly dependent on CAD tools, machine-readable descriptions become
extremely important. Two hardware design languages have evolved as ANSI
(American National Standards Institute) standards within the last few years. One

of these, EDIF (Electronic Design Interchange Format), is intended to describe
designs from the layout level through the logic level. Another such language,
VHDL (VHSIC Hardware Description Language), is used to characterize both
the function and structure of designs from logical primitives through architectural
descriptions. The basics of these two languages will be introduced here along
with simple examples of each.

EDIF Design Description

As integrated circuit designs increased in complexity and the use of comput-
ers became prominent within the semiconductor industry, the need for a com-
mon interchange format for integrated circuit design information arose. With
such a standard, silicon foundries could accept design descriptions from many
sources, CAD wvendors could create widely applicable programs to process
designs, and designers would benefit from wider availability of CAD tools and
silicon processing. The EDIF (Electronic Design Interchange Format) standard
was created by interested companies to fulfill this need.

Key elements in the design of the EDIF language were broad applicability
and easy extensibility. To meet these goals, EDIF was designed with a syntax that
is similar to LISP with all data represented as symbolic expressions. Primitive
data such as strings, signals, ports, layers, numbers, and identifiers are the atoms
of EDIF. These atoms are formed into more complex structures as lists; many
times, the first element of a list is a keyword that gives a particular meaning
to the subsequent elements of the list. This syntax is easily parsed, and the
keywords —not the syntax— provide the semantics of the language. Thus, it is
desirable to design EDIF parsers that respond to the particular set of keywords
for their intended function. Unrecognized keywords may be ignored successfully,
allowing upward compatibility with new extensions of the language.

EDIF is intended neither as a programming language nor a database lan-
guage, but rather as an efficient interchange format for integrated circuit designs.
The LISP-like structure is relatively compact and yet maintains a textlike property
that allows it to be read and written directly by humans. An EDIF description may
contain mask descriptions, technology information, net lists, test instructions,
documentation, and other user-defined information. The structure is hierarchical
in that larger design descriptions can be built from component descriptions and
libraries of standard elements.

The basic organizational entity for describing designs within EDIF is the
cell. A cell may contain different representations or views of a design. For
example, one view might contain mask layout information while another view
may contain behavioral-level modeling information. A view may be one of several
types such as physical, document, behavior, topology, or stranger. Each view will
contain a specific type of information about the cell. For example, the physical
view may contain geometric figures for circuit schematics or mask artwork, but
it will not contain behavioral information. The topology view might contain net
list descriptions, schematic diagrams, or symbolic layout. The document view
could contain a textual description of a design, figures describing the design, or
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specifications for the behavior of the design. The stranger view is provided for
data that does not meet the conventions of the other view types.

Each view of a cell may specify its interface to the external world. This
interface includes a list of external ports and their characteristics. The interface
description does not specify how the cell performs its function internally but
rather defines how the cell will relate to its environment. A second part of the
cell definition is its contents. The contents provide the detailed implementation
for each view. This could include instances of other cells or could be the actual
definition of mask geometry for the cell layout. A net list view and a mask layout
view for a full adder are described here as examples of EDIF contents.

VHDL Design Description

VHDL was developed for the design, description, and simulation of VHSIC
components. VHSIC is the acronym for the Very High Speed Integrated Circuits
program of the U.S. Department of Defense. Thus, the language was originally
developed to describe hardware designs for military purposes. Because the need
for a standard hardware description language is industrywide, the VHDL language
was adopted by the IEEE and formalized as an industry standard.

VHDL is concerned primarily with description of the functional operation
and/or the logical organization of designs.?* This description is accomplished
by first specifying the inputs and outputs of a system or device. Then either its
behavior (outputs as functions of inputs) or its strucrure (in terms of intercon-
nected subcomponents) is specified. The primary abstraction in VHDL is called
a design entity. A design entity has two parts: the interface description and one
or more body descriptions.

An interface description must perform several functions. It must define the
logical interface to the outside world. It must specify the input and output ports and
their characteristics. Additionally, operating conditions and characteristics may be
included. To accomplish this, the interface description provides a port declaration
for each input and output of the design entity. Each port declaration includes a
port name and an associated mode and type. The mode specifies direction as in,
out, inout, buffer, or linkage. The type qualifies the data that flows through a port.
Standard types include BIT, INTEGER, REAL, CHARACTER, and BIT_VECTOR.
Additionally, user-defined types are acceptable.
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ALGORITHMIC LAYOUT GENERATION

Algorithmic generation of integrated circuit layout is often perceived as a solution
to the VLSI complexity problem. The basis of this well-known problem is that
integrated circuit design cost is increasing for complex chips while the product
life cycle is decreasing for these same chips. Design cost increases because of the
design time and computer resources that must be expended to complete a state-
of-the-art chip or system. Product life cycle is decreasing for these same designs
because of rapid advances in technology and fierce competition to get the next-
generation product to the market first.

Three approaches have been suggested to address this problem.?’ The first
approach is to enhance the productivity of the human designer with faster com-
puter workstations and improved design analysis tools. To date, this approach
has been the most evident, and its description comprises the bulk of the topics in
this chapter. A second approach is to capture the knowledge of a human designer
with an expert system. This involves a knowledge base of concepts, rules, and
strategies. These are processed by an inference engine that produces design frag-
ments and design refinements to aid the design process. This approach 1s a sub-
ject of active research. A third approach is to algorithmically generate or synthe-
size designs from high-level descriptions or from parameterized definitions. Each
variant of this approach tends to concentrate on a particular target architecture.
For example, the PLA generators discussed earlier accept Boolean equations and
generate layout in a well-defined form. More complex algorithmic generators are
often termed silicon compilers. This section describes two pioneering efforts in
this area and follows with a description of a state-of-the-art microprocessor chip
set that was designed with heavy dependence on a commercial silicon compiler.

Bristle Blocks Silicon Compiler

The Bristle Blocks silicon compiler was first described in 1979.? The goal of
the Bristle Blocks system was to produce a layout mask set from a single-page,

high-level description of an integrated circuit. Many designs have their high-
level structure and function frozen early in the design cycle, before the effects
of such decisions are well known. If, on the other hand, a designer could use a
few building blocks, organize them, and then obtain complete mask layouts and
simulations early in the design cycle, then experimental configurations could be
tried with a minimum of effort.
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The fundamental unit in the Bristle Blocks system is the cell. Each cell
can contain geometrical primitives and references to other cells. A cell can
be compared to an HLL (high-level language) subroutine that contains some
primitive operations and contains some references to other subroutines. A cell
has the capability of containing each of the seven representations just presented.
Each cell contains only local information. External connections are specified by
their location and type. The location indicates where along the cell boundary
the connection should occur, and the type specifies the kind of connection—
for example, external output pad. The Bristle Blocks methodology gets its name
from the connection points, which are like bristles along the edges of the cells,
A primary directive of this method is that local information is kept local to the
cell, while global information such as the location and routing to an external pad
1s kept separately.

Blocks
I
Simulation
| ?
Text Increasing
| abstraction
Logic
I Increasing
Transistors detall
—
Sticks
I
Layout FIGURE 10.11-1
Bristle Blocks design abstraction hierarchy.

Information specifying the various representations of cells is kept in cell
libraries and is accessed as needed. Each low-level cell must have been designed
before it can be used in the Bristle Blocks system. Each such cell is defined by
specifying the actual layout of the cell. It is felt that design of low-level cells
does not take much time because of their small size. Also, the design is relatively
error-free, and designer ingenuity is most beneficial at this design level.
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MacPitts Silicon Compiler

A flexible register-transfer-type language called MacPitts was described in 1982 to
address the generation of microprogram-sequenced data path designs.?” Designs
described in this high-level language are compiled into a technology-independent
intermediate form. The intermediate form is then compiled into a CIF geometrical
layout description, which can be submitted to a silicon foundry for fabrication.
The latter compilation is accomplished by limiting the possible degrees of freedom
in mask layout and restricting the layout to a fixed target architecture. The target
architecture consists of two distinct sections: a data path and a control unit. This
architecture is shown in Fig. 10.11-3. |
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FIGURE 10.11-3

MacPitts data path/control architecture.
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The data path consists of registers of width specified by the MacPitts source
program. Operators for testing and modifying the data stored in the registers are
also created. Data is communicated to the external world through parallel buses of
wires called ports. A particular port can be an input port, a tri-state port, or an
I/O port. The operations performed by the data path are specified by the control
unit. In general, the control unit generates signals that cause the data path to
perform certain operations. The data path returns signals that can be used to alter
the control sequence. In addition, the control unit communicates to the external
world through single-wire signals that may be input, output, tri-state, or I/O lines.

The data path is unconventional because it contains more than just a register
array and an ALU, as is common in many microprocessors. Rather, the data
path may contain many functional units interspersed among the registers. As
many functional units as are needed to compute a set of parallel operations may
be included between global buses. The functional units are interconnected by
dedicated local buses as required by the function they perform. A given unit may
take its input from several possible sources, so a multiplexer is often included
to select the particular input for an operation. The output of the units is either

a full word used by the data path or possibly a test result that is used directly by
the control unit. A unit like an adder can generate both a word (sum) for the data
path and a test signal (overflow) for the control unit. The number and type of
register/operator units provided in the data path differ from system to system as
specified by the MacPitts source language.

The control unit is implemented as a simplified variation of a finite-state
machine. A typical FSM consists of combinatorial logic and a state register; the
combinatorial logic computes the output signals and the next-state information.
If the program flow is sequential, this general form of FSM is less efficient than
simply using a counter to present the next state. The MacPitts compiler generates
a FSM consisting of a counter and a state stack to allow subroutine calls. The
logic portion of the control unit is implemented by a Weinberger array layout
style consisting of interconnected NOR gates. This regular form for logic allows
multilevel realizations of logic within the control unit for increased efficiency
compared with a PLA-style implementation.
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